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Abstract

Fermilab experiment E791 took data during six months in 1991 using a 500 GeV

�� beam on platinum and diamond targets for the purpose of studying the production

and decay of particles containing a charm quark. In this dissertation, results are

presented on the production of the D
0
and D0 mesons using fully reconstructed D

0!
K� and D

0!K��� decays. Speci�cally, the total forward production cross section is

measured as well as di�erential cross sections as a function of the scaled longitudinal

momentum, Feynman-x (xF ), and the transverse momentum squared (p2T ).

The results are compared to theoretical predictions from a next-to-leading or-

der (NLO) calculation and from a leading order Monte Carlo event generator, Py-

thia/Jetset, which uses parton showers to account for higher-order terms. The

comparison is made to both the c quark predictions and the predictions for D mesons

using the Peterson fragmentation scheme for the NLO calculation and the Lund string

fragmentation for the Pythia/Jetset prediction. The data are also compared to pre-

vious measurements by other experiments which used a �� beam.

Assuming an A1 dependence, the total forward cross section for the sum of D
0

and D0 production is measured to be �(D
0
=D0 ;xF > 0) = 15:4 �

+
2.3
1.8 �barns/nucleon,

in good agreement with other experiments and the NLO prediction. The di�erential

cross sections agree best with the NLO c quark prediction and the Pythia/Jetset

D
0
meson prediction. Several functions are �t to the di�erential cross sections. From

the �ts to the xF distribution we �nd the xF distribution peaks at xF = 0:013� 0:004,

signi�cantly above zero as predicted by the harder pion parton distribution function.

Fitting the shape of the xF distribution to (1 � xF )
n, while not a good �t, gives

n = 4:61� 0:19 for the range 0.05<xF<0.50. The p
2
T shape is acceptably �t with the

function e�b
0pT with b0 = 2:41� 0:03 over the range 1 (GeV/c)2<p2T<18 (GeV/c)

2.
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Chapter 1

Introduction and Theory

1.1 Standard Model

The Standard Model provides the current description of almost everything that

is known about particle physics. It tells us what particles and force mediators are

present and how they interact. The Standard Model is simply a marriage between

the Quantum Chromodynamics (QCD) theory of the strong interaction and the elec-

troweak theory of the electromagnetic and weak interactions. The force carrier for the

strong, or color, force is the gluon. The photon mediates the electromagnetic force

while the W� and Z0 mediate the weak force. In addition to the force carriers, the

Standard Model contains three generations of matter. The quark doublets (up(u){

down(d), charm(c){strange(s) and top(t){bottom(b)) are matched by the lepton dou-

blets (electron(e){electron neutrino(�e), muon(�){muon neutrino(��) and tau(�){tau

neutrino(�� ). Each of these particles also has a corresponding antiparticle (e.g. the

anti-up quark, u). A quark can combine with an antiquark to form a meson or with

two other quarks to form a baryon, both of which are called hadrons. In fact, the

color force which acts on objects with color (quarks and gluons) only allows quarks to
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exist inside color neutral hadrons. Neutrons (n) and protons (p) are the most common

baryons and are generically labeled nucleons (N). The proton has two up and one

down valence quarks while the neutron has one up and two down valence quarks. All

ordinary matter is made up of atoms which are combinations of protons, neutrons

and electrons. The mesons mentioned in this dissertation are pions (�) and kaons

(K) which are both pseudoscalar (spin 0) mesons. The pion is the lightest meson and

is composed of up and down valence quarks (antiquarks). The kaon is the lightest

strange meson and contains a strange valence quark (antiquark) in addition to an up

or down valence antiquark (quark).

Although QCD is a well-de�ned theory, obtaining solutions to most problems

is quite di�cult. Therefore, additional experimental information is used to augment

the theory. Much of this experimental evidence comes from deep inelastic scattering

(DIS) experiments. In DIS experiments, a lepton, usually an electron, is used to probe

nucleons at di�erent values of Q2 (the square of the momentum transfer and a measure

of the energy scale). The scattering results indicate that nucleons are made up of free

point-like partons. Combining these results with the observation that we never �nd

free quarks or gluons, we are led to the main premises of the parton model. The

parton model actually predates QCD but still provides a good intuitive understanding

of hadronic interactions. The parton model starts by assuming that hadrons are made

up of partons (now known to be quarks and gluons). Each parton carries a fraction

x of the momentum of the hadron and has no transverse momentum with respect

to the hadron. Two other ingredients of the parton model are asymptotic freedom

and con�nement. Asymptotic freedom is the statement that at very large Q2 (Q2 =

the square of the momentum transfer in the interaction) the partons are free inside

the hadron. Con�nement requires that quarks and gluons must be locked up inside of
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color-neutral hadrons. QCD also explains these e�ects by means of a running coupling

constant, �s, which increases as the distance (energy scale) increases (decreases). In

particular, at leading order, the value of �s, which determines the strength of the

interaction, is given by:

�s(Q
2) =

12�

(33� 2nf) ln (Q2=�2
QCD)

(1.1)

�s(r) =
6�

(33� 2nf ) ln (1=�QCD r)
(1.2)

where nf is the number of quark avors and �QCD is a scale parameter which seems

to lie between 0.1 GeV and 0.5 GeV. From Eq. 1.1 we see that �s is small when

Q2 � �QCD. In this case, a perturbative expansion in powers of �s can be expected

to give reliable results with only a few terms. At energy scales �< �QCD, perturbative

QCD breaks down and other methods, such as lattice gauge theory, must be employed.

Equation 1.2 is the Fourier transform of Eq. 1.1 and demonstrates that as r ! 1=�QCD,

�s ! 1. This provides the con�nement mechanism in QCD. Some aspects of the

parton model including the Q2 evolution and the intrinsic transverse momentum of

the partons is modi�ed by our understanding of QCD. Therefore, a more general

parton model, the QCD improved parton model is sometimes distinguished from the

na��ve parton model.

1.2 Charm Hadroproduction

We can now apply the QCD improved parton model to charm particle hadropro-

duction. For a speci�c example we take the E791 experiment (cf Chapter 2) where a

beam of 500 GeV/c �� mesons impinged upon a nuclear target. The production of

charm mesons and baryons from the ��{nucleon interaction can be usefully divided

into three parts. First, we need to know which partons are involved in the production.
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The second part is the production of a charm quark { anticharm quark (cc) pair from

an interaction involving the aforementioned partons. The last part of the interaction

is understanding how the cc pair converts into hadrons.

1.2.1 Charm Quark Production

The E791 single inclusive charm quark production mechanism from a pion-

nucleon interaction can be schematically represented by

H�(P�) + HN(PN) �! Qc(pc) + X (1.3)

where H is a hadron and Qc is a charm quark. The perturbative QCD cc production

cross section (cf Section 6.1) for this process can be written as

d� =
X
i;j

Z
dx� dxN f�i (x�; �

2
F ) f

N
j (xN ; �

2
F ) d�̂ij(x�P�; xNPN ;pc;mc; �

2
R) (1.4)

where

P� (PN) � pion (nucleon) momentum in the hadronic center of mass,

x� (xN ) � fraction of P� (PN) carried by the interacting parton from the pion

(nucleon),

f�k (fNk ) � parton distribution function for the pion (nucleon),

�R (�F ) � renormalization (factorization) scale, and

d�̂ij(x�P�; xNPN ;pc;mc; �
2
R) � cross section for the two interacting partons to

produce a charm quark with mass mc and momentum pc.

A parton distribution function (PDF) describes the parton composition of a

hadron as a function of the fractional momentum of the parton. That is, fAk (xA; �
2
F )

gives the probability of �nding a k-type parton with fractional momentum xA in an

A-type hadron. While in the na��ve parton model the PDF's are independent of energy

scale, the results from QCD clearly indicate a dependence on Q2. The Heisenberg
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uncertainty principle allows particles (in this case gluons and qq pairs) to pop in

and out of existence as long as their stay is short enough (�t < �h=�E). As Q2

increases, the distance and time scale decreases and so more of the virtual particles

are \seen," thus changing the parton distribution functions. The scale at which the

PDF's are evaluated is the factorization scale, �F . We avoid measuring the PDF's at

every energy scale by using the Altarelli-Parisi equations which allow us to measure

the PDF's at one scale and evolve them to another scale. Examples of PDF's are

shown in Fig. 1.1. Summing (integrating) over all parton types (momentum fractions)

is explicitly shown in Eq. 1.4. One basic assumption in this formulation is that the

partons have no transverse momenta relative to the hadron. Fermi motion and virtual

emissions and absorptions should give the partons some transverse motion. This is

sometimes added in calculations by giving the partons some intrinsic kt according to

a Gaussian distribution with a width of a few hundred MeV/c.
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Fig. 1.1.| Plots of parton distribution functions at Q2=5 (GeV/c)2 in the range

0.05<x<1.0 for protons (a) and pions (b). The proton PDF is hmrsb [1] and the pion

PDF is smrs2 [2]. The PDF data are obtained from the CERN program PDFLIB [3].
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For each parton type and momentum there is a charm production cross section,

d�̂ij(x�P�; xNPN ;pc;mc; �
2
R). In addition to the initial and �nal momenta, the cross

section depends on the renormalization scale, �R, which is the scale at which �s is

evaluated. Producing a cc pair from two partons takes place at an energy scale on

the order of the charm quark mass (mc � 1:5� 0:3 GeV/c2). Since �QCD �< 0:5 GeV,

we expect that charm quark production will be calculable in perturbative QCD but

perhaps not too reliably since 1.5 GeV 6� 0.5 GeV. The �rst contributions to the

production cross section are the leading order (LO) terms. The Feynman diagrams

which contribute to the leading order calculation are shown in Fig. 1.2. The existence

of exactly two vertices makes them �2
s terms. The top diagram produces a cc pair

from quark-antiquark annihilation while the bottom diagrams take place via gluon-

gluon fusion and account for �80% of the leading order cross section for the E791

conditions. The full next-to-leading order (NLO) calculation has been performed by

Mangano, Nason and Ridol� (MNR) [4]. A few examples of the NLO diagrams are

shown in Fig. 1.3. The NLO diagrams come from three sources. The �rst source is

single gluon emission (qq ! ccg and gg ! ccg) which is of order �3
s. The second

source is virtual gluon emission and absorption reabsorption (qq ! cc and gg ! cc)

which is of order �4
s but interferes with the �2

s diagrams to give an �3
s contribution.

The last source of NLO processes is quark-gluon fusion, gq ! ccq and gq ! ccq, which

is of order �3
s.

1.2.2 Hadronization

The last phase of charm hadroproduction produces the observed charm particles

(hadrons) from the charm quarks. This process is termed hadronization or fragmen-

tation. This process occurs at a scale of the same order as �QCD and is therefore not
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Fig. 1.2.| Leading order Feynman diagrams for hadronic charm pair production.

The top diagram is quark-antiquark annihilation and the bottom diagrams are from

gluon-gluon fusion.
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Fig. 1.3.| Some of the next-to-leading order Feynman diagrams for hadronic charm

pair production. The top diagram is quark-antiquark annihilation, the middle dia-

grams are from gluon-gluon fusion and the bottom diagrams come from quark-gluon

fusion.
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calculable by perturbative QCD. In fact, hadronization is one of the least well under-

stood aspects of QCD, especially in the hadronic environment. Since the hadronization

process takes place at a much lower energy scale than the charm quark production, the

two processes also take place at two di�erent time scales. Therefore, the two processes

should not a�ect each other and it should be possible to calculate the two processes

separately. This is the principle of factorization.

The basic picture of hadronization starts with visualizing a color ux tube (or

string) connecting the charm quark to the anticharm quark or to remnants of the

interaction. The color ux tube has a spring constant which is � � 1 GeV/fm �
0:2 GeV2. As the ux tube stretches (from the charm quark motion) the potential

energy in the string increases until there is enough energy to create a qq pair from the

vacuum. This quark \popping" continues until the energy in the string is too small to

produce any more qq pairs. Then, the charm quark can combine with the antiquark

nearest it in phase space to form a meson. There are two common methods for

modeling the heavy quark fragmentation process, both of which involve fragmentation

functions.

The �rst method only involves the produced charm particle, ignoring the rest of

the event. In this picture, the charm quark gives up some of its energy in order to pop

a qq pair and then combines with the antiquark to form a meson. The most popular

heavy quark fragmentation function used in this model is the Peterson formula [5]:

f(z) / 1

z
�
1 � 1

z � �Q
1� z

�2 (1.5)

where �Q is a free parameter scaling approximately as 1/m2
Q where mQ is the heavy

quark mass. The fragmentation function f(z) gives the probability that a meson will

be formed with a fraction z (0 < z < 1) of the original quark momentum. Actually,
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there are several possible de�nitions of z including the fractional energy, longitudinal

momentum, and energy plus longitudinal momentum. It is clear from this model that

the charm hadron must have lower momentum than the charm quark. This model,

with the Peterson fragmentation function, describes the data on the production of

hadrons from e+e� collisions quite well where there are no hadrons except those formed

during the hadronization.

In the hadroproduction environment the above method is found to be too simple

to explain the observed data. In e+e� collisions, the c and c are color attached to each

other with equal and opposite momenta. This is identical to the picture in which

the c (or c) quark is moving away from a �xed interaction point which is the basis

for the Peterson fragmentation described above. In hadroproduction collisions, the

charm quarks are attached to the remnant beam or target particles by the color force.

Therefore, the momenta of these remnant particles can a�ect the momenta of the

hadrons. This is supported by evidence for the leading-particle e�ect [6] which �nds

that charm mesons with a valence quark in common with a valence beam quark are

more likely to be produced at high momentum than other charm mesons. In order to

include these types of e�ects, a model of the entire fragmentation process is required.

One model of this type is string fragmentation, implemented by the Lund group in the

computer program Pythia/Jetset [7]. Although the Peterson function could also

be used in this model, the \Lund symmetric fragmentation function"

fLund(z) / (1 � z)a

z
exp

��bm2
T

z

�
(1.6)

is used for light quarks and gets modi�ed to

fBowler(z) / fLund(z)

zbm
2

Q

(1.7)

for heavy quarks. In these equations,
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z � fraction of the available energy plus longitudinal momentum of the string,

m2
T � transverse hadron mass � M2

h + p2T ,

mQ � heavy quark mass, and

a and b are free parameters.

1.3 Comparing Theory and Data

The data presented here from experiment E791 are compared to two theoretical

models. The �rst model comes from Mangano, Nason and Ridol� [8] who have written

a Fortran computer program which implements the results of their full next-to-leading

order calculations of heavy quark production. This model is restricted to hadronization

via a single use of the Peterson fragmentation function. The second model comes

from Sj�ostrand et al. who have written a Monte Carlo event generator, Pythia/Jet-

set [7] (cf Section 2.6). This model only uses leading order matrix elements but

includes parton showers to model some of the higher order terms. It also has a more

sophisticated hadronization package, described in the previous section. Both models

allow the addition of intrinsic kt to the incoming partons to simulate Fermi motion

and virtual emissions/absorptions.

We compare the data to the models described above by measuring various cross

sections. The cross section describes the rate at which an interaction occurs. The

likelihood of a stream of particles being deected by a target is dependent on the

cross sectional area. Similarly, the e�ective cross sectional area determines the rate at

which charm particle production occurs. The total charm production cross section is

simply the cross section summed over all produced charm states and integrated over

all kinematic variables. This quantity will be independent of the hadronization mecha-

nism since it only requires knowing how many charm particles are produced, not what
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avor or at what momentum. Di�erential cross sections are cross sections measured as

a function of some kinematic variable. The kinematic variables used should be fairly

independent and describe the longitudinal and transverse components of the produc-

tion. For example, one can choose the longitudinal and transverse momentum of the

charm particle. Since the longitudinal momentum distribution will depend strongly

on the beam energy, a normalized longitudinal variable is used to make comparisons

between experiments easier. This is the Feynman-x scaling variable de�ned as

xF � p�z
(p�z)max

� 2 p�zp
s

(1.8)

where p�z is the charm longitudinal momentum and
p
s is the energy, both in the

hadronic center-of-mass. For the transverse variable we choose p2T , the square of the

charm particle's transverse momentum.1 When measuring the di�erential distribution

of one variable, we integrate over all other variables. Unlike the total cross section,

the di�erential cross sections, d�=dxF and d�=dp2T , will depend on the hadronization

process.

Although we would like to measure the production characteristics of all charm

particles, this is well beyond the scope of this thesis. During the hadronization phase,

the charm quark can form many di�erent types of charm particles. The most com-

mon ground state charm particles are D+(cd), D
0
(cu), D+

s (cs), and �+
c (cud) as well

as their charge conjugates (antiparticles).2 Each of these particles quickly (�1 ps)

decays into one of hundreds of possible decay modes which is what we actually detect.

1The longitudinal and transverse momenta are both measured relative to the beam momentum

vector on an event-by-event basis. When there are no reconstructed beam tracks (�5% of the events),

the average beam momentum vector is used.
2Unless speci�cally stated otherwise the charge conjugate is assumed to be included throughout

this thesis.
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In order to get the best measurement using a single produced ground state we use the

most copiously produced D
0
and D0 states for this analysis. To obtain large numbers

of charm particles we want to look for decays which occur frequently and which are

e�ciently reconstructed. These are the Cabbibo-favored all-charged decay modes. A

Cabbibo-favored charm decay is one in which the charm quark decays to a strange

quark in contrast to a Cabbibo-suppressed decay in which it decays to a down quark.

The latter are suppressed relative to the former by tan2 �C where �C � 0:22 radians is

the Cabbibo angle. We use all-charged decay modes because charged particle recon-

struction is more e�cient than neutral particle reconstruction. These criteria leave

us with two decay modes, D
0!K��+ and D

0!K��+���+, hereafter abbreviated

D
0!K� and D

0!K���. Using two decay modes to measure the same quantity is

also helpful in identifying and reducing errors in the analysis.

The remainder of this thesis is divided into six chapters. Next, in Chapter 2,

we discuss the experiment E791 used to gather the charm events. In Chapter 3,

we describe the reconstruction and event selection process used to obtain our charm

sample. In Chapter 4 this sample is shown and the number of observed charm decays

is calculated. In Chapter 5 we describe how we correct for unobserved charm decays.

In Chapter 6 we present the results of the fully corrected charm cross section and

di�erential cross sections and compare them to the results from the models described

above. We also calculate the important systematic errors. Finally, we draw conclusions

in Chapter 7.
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Chapter 2

The E791 Experiment

The E791 experiment took data between August 1991 and January 1992 at the Fermi

National Accelerator Laboratory in Batavia, Illinois. This chapter describes how the

�� beam used by E791 was produced and how the various detectors that made up the

E791 experiment worked. First we start with an overview of how �xed-target charm

physics is performed.

2.1 Overview of Fixed-Target Charm Detection

The goals of all charm experiments are to produce large amounts of charm parti-

cles, e�ciently reconstruct the charm particles and e�ciently reject non-charm events.

The majority of charm results in the past decade have come from experiments which

produce charm in one of three ways, e+e� annihilation, �xed-target photoproduction

and �xed-target hadroproduction. The e+e� annihilation production bene�ts from the

cleanest environment but must make do with a fairly small cross section. The main

advantages of �xed-target experiments over e+e� collision experiments are a higher

cross section and boosted charm particles in the laboratory rest frame. The bene�t

of a higher cross section is clearly better statistics. The bene�t of a boosted charm
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particle is less obvious and is described below.

In most �xed-target experiments, the �rst level of charm identi�cation comes

from requiring a hadronic interaction. This is easy to accomplish in the trigger de-

cision which determines whether to record an event onto tape. Picking out charm

events from other hadronic interactions is a more di�cult problem. The most com-

mon hadronic interactions, which compose 99% (99.9%) of photo- (hadro-) produc-

tion hadronic processes, involve strongly decaying resonances and long-lived particles.

Since the strongly decaying resonances decay almost immediately, all of the particles

in the event appear to come from a common point. This is the production (or pri-

mary) vertex. Since a ground state charm particle decays via the weak interaction,

it has a lifetime long enough for it to move away from the production point before

decaying. The point at which the charm particle decays is the decay (or secondary)

vertex. Therefore, if we can �nd two well-separated vertices in an event, with sepa-

ration characteristic of the charm lifetime, it is very likely to be a charm event. The

average decay length of a particle decay is <d> =<� > c <�> where <�> is the

mean proper lifetime, c is the speed of light, � is the velocity of the charm particle

(�1), and  is the boost, equal to the particle energy divided by its mass ( = E=m).

For a D
0
particle, c� = (0:3 mm/ps) (0:415 ps) = 0:125 mm. The typical boost for

direct cc production in an e+e� experiment is �2 while that for a �xed-target exper-
iment is �30. Therefore, the typical vertex separation will be �0.25 mm (�4 mm)

for e+e� (�xed-target) experiments. Obviously, resolving vertices 4 mm apart is much

easier than vertices separated by only 0.25 mm.

The development of techniques to measure the positions of vertices with sub-

millimeter precision is the most important advance in �xed-target charm physics. The

�rst two methods adapted to �nding charm vertices were the emulsion and bubble-



15

chamber detectors. These detectors have the best resolution but the data rate is

severely limited. For high-statistics �xed-target charm experiments a silicon ver-

tex system is necessary. A typical silicon vertex system (e.g. as described in Sec-

tion 2.3.3.1) has a vertex longitudinal resolution of �300 �m. Therefore, the calcu-

lated error on the vertex separation is �400 �m which gives a separation signi�cance

of 4 mm/0.4 mm = 10� for an average D
0
. Requiring a signi�cantly separated vertex

is a very powerful method for separating charm events from background events.

Once the promptly produced backgrounds have been su�ciently reduced by re-

quiring a separation signi�cance of �5�, another class of backgrounds becomes im-
portant. The particles from the production point can interact with the downstream

material producing a secondary vertex which mimics a charm decay. This background

can be eliminated by requiring the secondary vertex to lie outside of the downstream

material. For this to be e�ective, thin targets should be used with a su�cient air gap

to allow most of the charm particles to decay.

Perhaps the most important method for identifying signal from background is

through invariant mass reconstruction. Knowing the mass of the particle which de-

cayed, we can determine whether it is consistent with a charm particle. To determine

the mass of the decaying particle we need to know the mass and momenta of all of the

decay products. In most analyses (including this one) we investigate charm using only

one or a few decay channels (D
0!K� and D

0!K��� in this analysis). Therefore,

we already know (with a small ambiguity) the masses of the decay particles. Finding

the momentum in a �xed-target experiment is accomplished by tracking the decay

particles through one or more dipole magnets. By measuring the change in slope and

knowing the magnetic �eld we can determine the momentum. The E791 downstream
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tracking system is described in Section 2.3.3.

2.2 Generating the Beam

The beam starts as H� ions accelerated to 750 keV by a Cockcroft-Walton ac-

celerator. The hydrogen ions are transferred to a linear accelerator (LINAC) and

accelerated to 200 MeV. The H� ions then pass through a carbon foil which strips

o� the electrons to create a beam of protons, which is injected into the Booster, a

synchrotron with a 75 m radius. The protons are accelerated to 8 GeV in the Booster

and delivered to the Main Ring, a 1 km radius synchrotron. The protons reach an

energy of 150 GeV in the Main Ring before entering the Tevatron, a superconducting

synchrotron directly below the Main Ring in the same tunnel. The Tevatron raises the

proton energy to 800 GeV and stores them for delivery to the �xed-target areas. At

this point the beam particles are in \buckets" of �2 ns duration and 19 ns period due

to the 53 MHz RF cavities used to accelerate the beam. The 19 ns bucket separation

sets the time scale for the entire experiment.

Magnets and electrostatic septa are used to extract the beam in a uniform man-

ner over the course of one \spill." During the 1991/92 run, the spill length was

23 seconds while the interspill lasted 34 seconds. The extracted beam was split into

three areas, Meson, Neutrino and Proton. The proton beam was further split into

Proton-East (PE), Proton-Center (PC) and Proton-West (PW). The PE line also had

a spur which went to Proton-Broadband (PB). The E791 experiment was located at

the end of the PE line in the Tagged Photon Laboratory (TPL). Before reaching TPL,

the 800 GeV proton beam was directed into a 30 cm long Beryllium primary target.

A system of collimators and magnets was used to select a 500 � 10 GeV negative

hadron beam from the produced secondaries. The >�98% pure pion beam was directed
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at and focused on the experiment target by means of a string of bending (dipole) and

focusing (quadrupole) magnets. The experiment was allocated 2 � 1012 protons per

spill at the primary target which resulted in �4 � 107 pions per spill into TPL. The

choice of a negative pion beam is not made at random. The cross section for charm

production from a pion beam is signi�cantly greater than that for a proton beam. This

is because gluons inside the pion are harder than those inside the proton. Since the

main charm production mechanism is gluon-gluon fusion and the total cross section

increases with energy, the pion cross section is higher than the proton cross section

for charm production at a given beam energy. A negative beam is chosen to eliminate

the large proton contamination in the positive beam.

2.3 The Spectrometer

The spectrometer, illustrated in Fig. 2.1, was an upgraded version of the appa-

ratus used in Fermilab experiments E516 [9], E691 [10], and E769 [11]. Figure 2.1

only shows the detectors downstream of the experimental target; the beam tracking

devices, described below, are not shown. The major di�erences between E769 and

E791 were the addition of more planes of silicon microstrip detectors (SMD's), en-

hancement of the muon identi�cation system, new front-end detector-signal digitizers

and a new data acquisition system. The most important part of the spectrometer for

this analysis was the charged-particle tracking system.

The coordinate system was de�ned to be a right-handed coordinate system in

which increasing z is in the beam direction, x is the horizontal dimension and y

increases vertically upward. The w, u and v axes were rotated by +60�, +20:5� and

�20:5� with respect to the positive x axis. The spectrometer was approximately

centered on the beam line. The z = 0 point is set 2.1 cm downstream of the most
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Fig. 2.1.| The E791 spectrometer.

downstream target.

2.3.1 Beam Tracking

The �� beam particles were tracked with eight Proportional Wire Chamber

(PWC) planes and six Silicon Microstrip Detector (SMD) planes upstream of the

target region.

The PWC's are composed of alternating (in z) layers of instrumented anode

wires, near ground, and cathode planes, at high (negative) voltage. An incident

charged particle ionizes the gas, liberating electrons and ions which drift toward the

anode and cathode, respectively. At a point close to the anode, the electric �eld
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accelerates the drifting electrons enough to ionize other electrons which causes an

\avalanche," resulting in a gain of several orders of magnitude. This signal is ampli-

�ed and latched. The beam PWC's [12] had a wire spacing of 1 mm and were arranged

in two stations widely separated in z so as to measure the angle of the incoming beam

particle with high precision. The �rst station was 31 m upstream; and the second was

12 m upstream. Each station consisted of 4 planes: two x planes staggered by 1/2 of

a wire spacing in x, a y plane and a w plane. The gas used for the PWC's was an

80%/20% mixture of Ar/CO2 plus � 0:3% freon.

The silicon planes used by E791 are composed of many (�1000) reverse-biased
silicon strips per plane. A charged particle passing through each 300 �m thick silicon

plane releases �25000 electron-hole pairs. The image charge of the electrons and holes
are collected at the end of the strips by a preampli�er, the output of which is ampli�ed

and latched. The upstream (beam) SMD's had a pitch of 25 �m and were arranged

in two stations, each with an x, y and w plane. The �rst SMD station was 78 cm

upstream and the second station was 31 cm upstream. The most upstream x and y

planes, installed for E769, were 85% e�cient, while the other four beam planes, added

for E791, were 91% e�cient.

For triggered events (cf Section 2.4), the pion beam had RMS spreads in x and y

positions at the target of 0.16 cm and 0.18 cm, respectively. The mean (RMS) xz and

yz beam angles were -0.26 (0.27) milliradians and 0.96 (0.08) milliradians, respectively.

2.3.2 The Target

As mentioned in Section 2.1, requiring the decay vertex to be located outside of

the target greatly reduces background from secondary interactions. Segmenting the

target, as was done in E791, allows more air gaps in which the charm can decay, mak-
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Target Number 1 2 3 4 5

Material Platinum Carbon Carbon Carbon Carbon

z position (cm) -8.164 -6.680 -5.141 -3.599 -2.056

Thickness (cm) 0.052 0.1572(3) 0.1567(3) 0.1530(3) 0.1585(3)

Diameter (cm) 1.606 1.369(2) 1.377(3) 1.368(2) 1.360(7)

Mass (g) 2.2396 0.7490(2) 0.7507(2) 0.7373(2) 0.7523(2)

Computed Density (g/cm3) 21.3 3.238(15) 3.217(18) 3.278(16) 3.267(39)

Pion Interaction Lengths (%) 0.381 0.384 0.381 0.379 0.392

Nuclear Interaction Lengths (%) 0.586 0.591 0.586 0.583 0.603

Radiation Lengths (%) 16.9 1.2 1.2 1.2 1.2

Table 2.1: E791 target information. Approximately 5% of the data (not used in this

analysis) were taken with 1 platinum and 3 carbon targets. Figures in parentheses

give 1-� uncertainties in the last place(s).

ing the out-of-target criterion more e�cient. The use of platinum as a target material

is motivated by the fact that charm production increases linearly [13] with the atomic

number, A, while the inelastic cross section, which produces most of the background,

only increases as A0:71 [14]. Thus, the charm signal to background ratio in platinum

is enhanced relative to that in lighter targets. Also, its high density means that the

platinum target can be thinner for the same number of interaction lengths than less

dense, lower A targets. The advantages of a thin target are good localization of the

primary vertex and, for a given air gap, closer placement to the downstream SMD

system, which increases acceptance. The disadvantage of the platinum target is that

it is also high Z, so that it causes more multiple scattering, which makes the measure-

ments of tracks and vertices less precise. Also, photons from �0 decays are more likely

to convert into e+e� pairs, resulting in more tracks and greater confusion. Therefore,

only the most upstream target was made of platinum. The downstream targets were

made of industrial diamond. These were �3 times thicker but contained less than

1/12 the number of radiation lengths which determines the amount of scattering and
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number of photon conversions.

2.3.3 Downstream Tracking

The charged-particle tracking system downstream of the target consisted of 17

SMD planes, two PWC planes, and 35 drift chamber planes. In general, several planes

of tracking chambers with di�erent angular orientations around the beam axis were

grouped together in each tracking station to provide hit ambiguity resolution.

2.3.3.1 Vertex Silicon

The E791 silicon microstrip detector system is described in Table 2.2 and infor-

mation about the E691 silicon system can be found in references [15] and [16] .

2.3.3.2 Drift Chambers

Like a PWC, a drift chamber (DC) is composed of alternating layers of cathode

planes and anode planes. For E791, the anode planes contained alternating sense

(anode) wires near ground and �eld-shaping (cathode) wires at a negative high voltage.

The cathode planes were also constructed of wires and held at a negative potential.

The rectangular area de�ned by two cathode planes and two �eld-shaping wires is a

\cell" with a sense wire in the middle. The electrons ionized by the passing of a charged

particle follow a nearly straight line to the sense wire. Throughout most of the cell,

the electrons travel at a uniform velocity and by measuring the time it takes to collect

the charge we determine how far from the wire the charged particle passed. This was

accomplished by using a time-to-digital converter (TDC) on each DC anode wire. To

resolve the left-right ambiguity (which side of the wire the particle passed) we need at

least three views. Near the anode, the electric �eld increases sharply, generating an

electron avalanche from the drifting electrons and giving rise to measurable signals.
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Plane z position strip pitch E�ciency Acceptance View First

(cm) (�m) (%) (mr) Experiment

1 0.518 25 : 50 83 �328 : �674 y E769

2 0.848 25 : 50 85 �302 : �620 x E769

3 2.195 50 : 50 93 �235 : �233 x E691

4 3.293 50 : 50 95 �195 : �194 y E691

5 6.957 50 : 50 96 �125 : �124 v E691

6 11.314 50 : 50 98 �132 : �174 y E691

7 11.629 50 : 50 97 �129 : �170 x E691

8 15.241 50 : 50 94 �104 : �137 v E691

9 20.210 50 : 50 90 a �106 : �108 x E691

10 20.519 50 : 50 88 �105 : �107 y E691

11 24.165 50 : 50 93 �91 : �93 v E691

12 27.280 50 : 200 98 �159 : �147 v E653 b

13 31.679 50 : 200 96 �139 : �129 x E653 b

14 34.388 50 : 200 98 �129 : �120 y E653 b

15 37.022 50 : 200 99 �120 : �112 x E653 b

16 39.714 50 : 200 99 �113 : �105 y E653 b

17 45.287 50 : 200 99 �100 : �93 v E653 b

Table 2.2: Parameters of the E791 downstream SMD planes. The strip pitch is given

for the inner:outer region of the detector. \View" refers to the coordinate measured

by that plane, with v = �20:5� to +x. The acceptance is parallel:perpendicular to the
view direction for a decay at z = �3:25 cm, the average z position for the D

0
events

in this analysis.

a57% e�cient for the �rst 15% of the data used in this analysis.

bNew ampli�cation and digitization electronics for E791.
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Most of the drift chambers used in E791 were originally built for E516 while the rest

were added for E691. They were arranged in four stations as illustrated in Figure 2.1.

Each station was subdivided into substations with plane orientations such that an

x� y� z space point could be reconstructed in each substation and combined to give

a slope for the station. The characteristics of these chambers are given in Table 2.3.

The E791 drift chambers used a 90%/10% mixture of Ar/CO2 plus � 1% freon. Each

of the D1 substations was augmented by a PWC which measured the y coordinate.

These PWC's had a wire spacing of 2 mm.

Station D1 D2 D3 D4

Approximate size (cm) 130 � 75 280 � 140 320 � 140 500 � 250

Number of substations 2 4 4 1

Views per substation x; x0; u; v u; x; v u; x; v u; x; v

u and v cell size (cm) 0.446 0.892 1.486 2.974

x cell size (cm) 0.476 0.953 1.588 3.175

z position of �rst plane 142.5 381.4 928.1 1738.0

z position of last plane 183.7 500.8 1047.1 1749.4

Approximate resolution (�m) 400{500 330{420 260{350 500{900

Typical e�ciency 93% a 94% 93% 85%

Table 2.3: Characteristics of the E791 drift chambers. \View" refers to the coordinate

measured by that plane, with u = +20:5�, v = �20:5� and x0 is staggered by one-half a
wire spacing relative to the x plane. The e�ciencies and resolutions are for the region

outside the central ine�cient area. The range of resolutions encompasses the entire

run period.

aThe second pair of u and v planes were dead for the �rst 15% of the data used in this analysis.

The E791 beam, operating at 2 MHz, creates a very high-rate environment for

the part of the drift chambers in the vicinity of the beam. This high-rate environment

causes a decrease in e�ciency due to space-charge build up. Space-charge buildup is

caused by ions not being collected fast enough on the cathode, resulting in a build

up of positive charge and reducing the electric potential seen by the electrons. This
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should be rate dependent but not time dependent. However, this e�ect can be aggra-

vated by polymerization which occurs when ions, usually from organic compounds,

are neutralized on the cathode. The resulting substance can coat and insulate the

cathode, increasing the time it takes ions to be neutralized. This e�ect should be time

dependent. One reason the E791 experiment operated with an inorganic gas mixture,

Ar/CO2, instead of the more usual Ar/Ethane, was to avoid this problem. However,

it has been found that the e�ciency in the center of the drift chambers, as well as the

resolution, degraded signi�cantly during the course of the run while the instantaneous

rate did not. The cause is not proven although it could be from polymerization due

to contaminants in the gas. Also, chambers which were cleaned for the E769 run

showed a smaller loss of e�ciency relative to the chambers which were not cleaned.

Therefore, history can also a�ect the performance. The net result is an approximately

Gaussian ine�ciency, or \hole," in the central region with a peak ine�ciency of 100%

and a width increasing from 4.0 mr to 7.0 mr. The D1 and D4 detectors had widths

approximately 50% greater, but were the least important chambers for this analysis.

The result of this degradation is clearly seen in the rapid drop in acceptance with

increasing xF in Fig. 2.2

2.3.3.3 Magnets

Momentum analysis was provided by two dipole magnets that bent particles in

the same direction in the horizontal plane. The transverse momentum kicks were

212 MeV/c for the �rst magnet and 320 MeV/c for the second magnet. The centers of

the two magnets were 2.8 m and 6.2 m downstream of the targets. The x�y aperture

of the �rst magnet was 183 cm by 81 cm and that of the second was 183 cm by 86 cm.
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Fig. 2.2.| E791 acceptance functions vs. xF and p2T for K�, K�� and K��� candi-

dates. The p2t acceptance is obtained for charm mesons with �0:1 < xF < 0:6.

2.3.4 �Cerenkov Counters

Two segmented, gas-�lled, threshold �Cerenkov counters [17] provided particle

identi�cation over a large range of momenta. The threshold momenta above which a

charged particle emits light were 6, 20 and 38 GeV/c for �'s, K's, and p's, respectively,

for the �rst counter, and 11, 36, and 69 GeV/c for the second. The pulse heights seen in

photomultiplier tubes (PMT's) looking at each of the mirrors were digitized by analog-

to-digital converters (ADC's) for each event trigger. The o�ine particle identi�cation

algorithm correlates the �Cerenkov light observed in a given mirror-phototube segment

with the charged particle tracking information. The algorithm indicates the likelihood

that a charged particle of a given mass could have generated the observed �Cerenkov

light in the segment(s) in question. �Cerenkov information was not used in this analysis

(cf Section 3.3.2).
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2.3.5 Calorimeters

The electromagnetic calorimeter [18, 19] was a Segmented Liquid Ionization

Calorimeter (SLIC) consisting of 20 radiation lengths of lead and liquid scintillator

and located 19 m from the target. Layers of scintillator counters 3.17 and 6.24 cm

wide were arranged transverse to the beam and their orientations alternated among

horizontal and �20:5� with respect to the vertical direction. The hadronic calorime-

ter [20] consisted of six interaction lengths of steel and acrylic scintillator. There were

36 layers each with a 2.5-cm-thick steel plate followed by a plane of 14.3-cm-wide by

1-cm-thick scintillator slats; the slats were arranged alternately in the horizontal and

vertical directions, and the upstream and downstream halves of the calorimeter were

summed separately. The signals from the hadronic calorimeter as well as those from

the electromagnetic calorimeter were read out for each event trigger using ADC's and

were used for electron identi�cation [21, 22, 23]. Calorimeter particle identi�cation

was not used in this analysis.

2.3.6 Muon Detectors

Muons were identi�ed by two planes of scintillation counters located behind a

total of 15 interaction lengths of shielding, including the calorimeters. The �rst plane,

22.4 m from the target, consisted of 12 40-cm-wide by 300-cm-long vertical scintillation

counters in the outer region and three counters 60 cm wide in the central region. This

plane was not very e�cient, and was used for only a very few analyses. The second

plane, added for E791, consisted of 16 scintillation counters 24.2 m from the target.

These counters were each 14 cm wide and 300 cm long, and measured position in the

vertical plane. These counters were equipped with TDC's as well as latches in order

to provide some indication of the horizontal position of the incident muons. Muon
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identi�cation was not used in this analysis.

2.4 Trigger and Data Acquisition

Triggering information came from several sources. The beam spot counter was

a circular scintillation detector, 1.27 cm in diameter, located at z = �22:7 cm. The

beam halo counter, located at z = �16:3 cm, was a 7.62 cm square scintillator with

a 0.97 cm diameter hole in the middle. The interaction counter was a square scin-

tillation detector, 3.97 cm across, located between the targets and silicon system at

z = �0:1 cm. The scintillation counters were connected to PMTs, the outputs of which

were sent to discriminators. The high voltage settings of the PMTs were adjusted sev-

eral times during the run to maintain the same response to minimum ionizing particles

(MIPs). Total energy and transverse energy from the SLIC and hadron calorimeter

were also used by the trigger. The total energy was an analog sum of the PMT dynode

outputs weighted di�erently for the SLIC and the hadron calorimeter. The transverse

energy (ET ) was obtained similarly but with each phototube output also weighted by

the angle between the beam axis and a line between the appropriate scintillator and

the target.

From the above inputs, several logic (NIM) signals were formed. A MIP is de�ned

as the most probable signal from a minimum ionizing particle. In general, in order to

be 100% e�cient for a single particle, the threshold for a discriminator is set at one-

third to one-half of a MIP. beam spot low gave a 9 ns true pulse if the beam spot

counter registered a hit more than one-third of a MIP. beam spot high gave a 10 ns

true signal if the beam spot counter registered a hit signi�cantly greater than 2 MIP.

halo was on for 27 ns if the beam halo counter signal was greater than one-third of a

MIP. interaction low gave a 25 ns true pulse if the interaction counter registered a



28

hit greater than one-half of a MIP. interaction high was true for 14 ns if the inter-

action counter signal was more than approximately 4.5 MIP. good beam required a

coincidence of beam spot low and not halo. good beam target interaction

required a coincidence of beam spot low and interaction high and not halo to

be true. These coincidences each stayed on for 50 ns. nearly in time beam was

true if the interaction counter registered another hit within �78 ns of the original hit.
et was true if the transverse energy was greater than �3 GeV while etot too high

was true if the total energy was greater than �800 GeV. The beam spot high was

actually set such that it eliminated �5% of the beam tracks which corresponds to

a discriminator threshold of 2 MIP. The discriminator threshold for the interac-

tion high input was set by analyzing the ratio (interaction high counts / inter-

action low counts) versus interaction high threshold. At a threshold of about

4.5 MIP, this ratio is �2.5% with the targets in and 0.5% with the targets out. Since

the total interaction length of the targets is 2% (Table 2.1), this threshold is consis-

tent with a hadronic interaction requirement while suppressing the Landau-tail from

straight-through pions.

Two types of data triggers, prescaled interaction (9%) and ET (91%), were taken

by E791 although only the ET triggers are used in this analysis. The pretrigger is

the same in both cases and simply required good beam target interaction be

true. If the experiment was \live," that is, not currently reading out data or process-

ing a previous pretrigger, the pretrigger signal was used to strobe a LeCroy model

4508 programmable lookup unit (PLU) which was used to determine the full experi-

ment trigger. For the interaction trigger, the PLU required nearly in time beam,

beam spot high and etot too high all be false. The primary motivation for all of

these requirements was to eliminate events with more than one beam particle. The
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beam spot high was also intended to eliminate events with an upstream interaction.

The long (156 ns) window for the nearly in time beam requirement was made nec-

essary by the integration time of the calorimeters. The ET trigger added the et

requirement to the interaction trigger requirements. This reduced the data rate by a

factor of two while retaining all of the reconstructible charm.

The time for the full hardware trigger decision was about 470 ns. For each

trigger, a total of 24,000 channels were digitized and read out in 50 �s with a parallel-

architecture data acquisition (DAQ) system [24]. Events were accepted at a rate of

9 kHz during the 23-second Tevatron beam spill. The typical recorded event size

was 2.5 kbytes. Data were written continuously (during the 23-second spill and

the 34-second interspill periods) to 42 Exabyte 8200 8mm tape drives at a rate of

9.6 Mbytes/s. Over 2� 1010 hadronic interactions were recorded on 24,000 tapes.

2.5 Scalers

While the standard DAQ system provided a great deal of information about each

triggered event, it does not provide any information about what is happening during

non-triggered events. This information, however, is necessary for measuring the cross

section. In order to measure a cross section, we need to know what fraction of the

beam particles produced a charm event. Therefore, we need to know how many beam

particles passed through the target while the experiment was live, not just how many

beam particles resulted in a trigger. This type of information is collected through

the use of scalers which are used to count events. Two types of LeCroy scalers were

used in E791. The 20 MHz 4432 ECL-input scalers were used to count trigger PLU

inputs and outputs. Rapidly changing inputs such as beam counters were counted

with 100 MHz 2551 NIM input scalers. Since the accelerator operated at 53 MHz and
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the typical beam rate was �2 MHz, these scalers were fast enough to count any rate

present in the experiment. The scalers were read out and written to disk at the end of

each spill. This scaler information, along with visual scalers present in the counting

room, gave nearly instant access to the state of the experiment, especially the beam.

Of the 87 scalers read out in E791, 28 of them were used for muon information and

the rest for trigger information (including the trigger scintillators).

2.6 The Monte Carlo

The scaler information allows us to account for beam particles which did not

produce an event which we wrote to tape. However, not every charm particle that was

produced at the target and subsequently decayed to either of the states used for this

analysis resulted in a trigger and was written to tape, nor was every charm decay of this

type that was written to tape correctly identi�ed as signal. The geometric acceptance,

as well as detector and reconstruction e�ciency results in an overall acceptance much

smaller than 100% as can be seen in Fig. 2.2. To measure this e�ciency we use a Monte

Carlo technique. A computer program was written which simulates the production

and decay of the charm particle of interest. The program also simulates the response

of the E791 detectors to this generated event.

The program which simulates the event itself is the public domain event gen-

erator Pythia/Jetset [7] which simulates the entire pion-nucleon interaction and

decays all unstable particles. After the event generation, the detector simulation is

performed. The �rst part of the detector simulation traces each particle through the

detector including magnetic �eld e�ects, multiple Coulomb scattering, hard interac-

tions, conversions, etc. This result is the basis of the \truth-table" information which

is the correct representation of the event. The second phase of the detector simu-
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lation is the digitization. Using the known sizes, e�ciencies and noise rates of the

various detectors, output is produced in the same format as the real experiment. The

Monte Carlo technique where a random number is selected to decide a choice is used

throughout the program. For example, the event generation randomly picks a decay

time for an unstable particle using the known exponential distribution; the event trac-

ing randomly selects from a distribution the amount of multiple Coulomb scattering

a particle undergoes at each slice of the detector; the digitization selects a random

number from a at distribution and compares it with the e�ciency to determine if a

particular detector element is on.

The output of the Monte Carlo program results in \fake" data of the exact same

format as the real data. The Monte Carlo data are processed by the same programs

used for the real data. By comparing the charm decays of a particular type that

were reconstructed to the number of that type that were generated, as indicated in

the truth-table, we can determine the acceptance for each decay type, as shown in

Fig. 2.2. This is described in greater detail in Chapter 5.
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Chapter 3

Event Reconstruction and Selection

The 20 billion interactions recorded by E791 onto 24,000 8 mm tapes comprise about

50 Terabytes of data. These data needed to be reconstructed and pared down to a

manageable size. First, all events were reconstructed and �ltered using loose criteria

that were designed to enhance the charm content of the remaining data. Further

data reduction was e�ected in a second stage of data processing in which tighter

requirements were placed on the events to further enhance the charm content and in

which the data were also split into separate subsamples organized by physics goals.

The reconstruction and multiple reduction stages are shown in Table 3.1.

Stage Outputs Tapes out Events out

1. Raw Data 1 24,000 20� 109

2. Reconstruction/Filtering 1 13,000 3� 109

3. Stripping 2 3,500 1� 109

4. Substripping 15 300 500� 106

5. Microstripping �50 33 30� 106

6. Analyses �50 2 1� 106

Table 3.1: Stages of event reconstruction and reduction. The number of output tapes

and events are for this analysis.
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3.1 Filter and Reconstruction

Event reconstruction and �ltering took place over a period of two and a half years

at four locations: the University of Mississippi, The Ohio State University (moved

to Kansas State University in 1993), Fermi National Accelerator Laboratory, and

Centro Brasileiro de Pesquisas F��sicas, Rio de Janeiro, Brazil (CBPF). The �rst three

sites used clusters of commercial UNIX/RISC workstations controlled from a single

processor with multiprocessor management software [25, 26, 27], while CBPF custom-

built ACP-II single-board computers [28, 29].

3.1.1 Event Reconstruction

The event reconstruction program takes the raw data from all of the detectors

and attempts to construct higher-level objects such as tracks, vertices and showers.

This information is also stored on 8 mm tapes in a format called DST (Data Summary

Tape).

3.1.1.1 Track Reconstruction

The �rst stage in the event reconstruction is the track �nding. The �rst track

to be reconstructed is the beam track. Using the hits from the upstream PWC and

SMD planes, all possible straight lines are formed and the best track, based on the �2

and the number of hits, is kept. The beam track reconstruction e�ciency is �95%.

Following the beam track reconstruction, SMD tracks are formed using the 17

downstream silicon planes. This is done by constructing single-view tracks in each of

the three views and then forming three-view tracks from these single-view tracks. The

three-view tracks are ordered by quality, determined from the number of hits, number

of unique hits and the �2 of the tracks. These tracks, starting with the best one, are
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projected into the drift chamber system.

The drift chamber reconstruction starts by constructing all the \triplets" for D2,

D3 and D4. The \triplets" are space-point measurements which come from the u, x,

and v views of each plane. The SMD tracks are projected into D3 in the non-bend

(y) view and a region of about �2:5 cm is searched for matching triplets. For each

matching triplet, \roads," �4 mm wide, are created in the other views using the SMD

information and an approximation to the magnetic �eld. The roads are searched for

hits in D3, D2, D4 and D1 to identify track candidates. These candidates must satisfy

the following requirements: out of the 12 planes in each of D3 and D2, a minimum of

8 hits are required in D3, 5 hits in D2, 14 hits in D3+D2 and 11 hits in the 17 SMD

planes and 12 D2 planes. A �2 minimization �t is performed on the track candidates to

determine the slopes, intercepts and momenta taking into account multiple scattering.

During this �t, hits can be added, subtracted and swapped. After this �nal �t, the

resulting track candidates are required to have at least eight SMD hits, �ve D2 hits,

�ve D3 hits, seven D2+D3 hits, �50% unique DC hits from D2 and D3. The track

candidates are also required to have �2<5 and �50% unique SMD hits or �2<3 and

�75% unique DC hits from D2 and D3. The SMD segments, drift chamber triplets

and hits used by the tracks that pass these criteria are marked to discourage sharing.

When this process is completed, the remaining SMD tracks are projected into D2 to

look for tracks which do not make it through the second magnet. These tracks require

at least 8 hits in D2 and 15 hits in the 17 SMD planes and D2. In the �nal �t, these

tracks are required to have at least 19 total hits in the 17 SMD planes, 8 D1 planes,

2 PWC planes and 12 D2 planes, 8 hits in the SMD planes, 5 hits in the D2 planes,

�50% unique hits in D2 and �50% unique hits in the SMD's. Tracks found this

way, with SMD and drift chamber hits, are called SESTR (Silicon + ESTR) tracks.
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Drift chamber only tracks are found in a similar fashion but without the SMD seed.

These \ESTR (Exhaustive Search Track Reconstruction)" tracks are not used in this

analysis.

3.1.1.2 Vertex Reconstruction

The vertex reconstruction attempts to combine tracks into a common point of

origin (vertex). The vertexing algorithm starts by �nding the primary vertex. The

beam track, if available, is used to seed the vertex. SESTR tracks are then combined to

form a vertex. A track is kept in the primary vertex if its �2 contribution to the vertex

�t is low enough. The primary vertex is also loosely required to lie inside one of the

targets. SESTR tracks which are not part of the primary are used to �nd secondary

vertices with track sharing between vertices discouraged. The list of the vertices found

is referred to as the \vertex list." The vertex list is often used in a \topology-driven"

approach where a detached secondary vertex is the primary requirement. An alter-

native method, the \candidate-driven" or \mass-driven" approach looks for speci�c

decay modes in a speci�c mass region, allowing the relaxation of some of the vertex

detachment cuts. The vertex list is the starting point for this analysis.

3.1.1.3 Particle Identi�cation Reconstruction

Particle identi�cation information for the charged tracks comes from three sources,

the �Cerenkov counters, the calorimeters and the muon counters. No particle identi�-

cation information was used in this analysis.

3.1.2 Filtering

During the event reconstruction, a �lter was applied which kept �15% of the

events. To pass this �lter, an event was required to have a reconstructed primary pro-
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duction vertex whose location loosely coincided with one of the target foils. The E791

data were reconstructed with two versions of the reconstruction and �lter program.

The �rst version, Release 5, required at least one of the following:

1. At least one reconstructed secondary decay vertex of net charge 0 for an even

number of decay tracks and �1 for an odd number of decay tracks. The signif-

icance of the longitudinal separation of the secondary vertex from the primary

had to be at least four for secondary vertices with three or more tracks and at

least six for those with two tracks. This is the most relevant criterion for this

analysis.

2. At least one reconstructed Ks! ���+ or �! p� candidate whose decay was

observed upstream of the �rst magnet.

3. At least one reconstructed �!K+K� candidate. The �rst 20% of the processed

data did not have this requirement.

The second version used to reconstruct and �lter the data, Release 7, also allowed

several other classes of events, most importantly:

4. Events in which the net charge of all the reconstructed tracks was negative,

their total momentum was greater than 350 GeV/c and the net pT was less than

2 GeV/c.

5. Ks! ���+ or �! p� candidates that decayed inside the aperture of the �rst

magnet.

6. The � requirement was replaced by a direct search for Ds ! �+X where X is

a charged track and P ! p��; pK�K where P is a pentaquark.
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3.1.3 Release 5 and Release 7 Comparison

Besides the additional event classes allowed by the Release 7 �lter, described

above, there were several other di�erences in the Release 5 and Release 7 versions

of the reconstruction programs. The Release 5 momentum determination was made

assuming a single-bend-point approximation for the magnetic �elds of the magnets.

The single-bend approximation assumes that the particle is bent once at the center

of eachmagnet. For Release 7, a full-�eld algorithm was implemented which is a more

accurate representation of the e�ect of the magnetic �elds. In addition, a kink found

between the SMD and drift chamber coordinate systems was accounted for in the

Release 7 tracking algorithm. These changes a�ect the mass and mass resolution of

the D candidates. The average K� (K���) mass is �1 MeV/c2 (�0.5 MeV/c2) higher

in Release 5 than Release 7. In addition, the mass and mass resolution xF dependencies

are di�erent between the two releases as shown for the K� data and Monte Carlo in

Fig. 3.1.

The other major changes made for Release 7 primarily a�ected reconstruction

e�ciency. The drift chamber resolutions were updated more frequently. Also, the

drift chamber resolutions were made position dependent. This was to account for

resolution degradation near the center of the drift chambers caused by the incident ��

beam. Since the resolutions were used to determine the window size allowed for �nding

hits during the track reconstruction, degrading the resolution actually increases the

reconstruction e�ciency. The e�ect on the K� and K��� acceptance versus xF is

shown in Fig. 3.2.

Finally, minor changes were made in some calculations and in what information

was written out. One of the changes was the calculation of the �2=dof of a track. It

was found that the Release 5 average �2=dof was a function of momentum. A post hoc
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correction was made to the Release 5 data while a more accurate �2=dof was calculated

for Release 7. Also, in Release 5, the �2=dof of the �t to a track was required to be

less than 6.5 while in Release 7 the limit was 5. Neither of these requirements is very

restrictive. Another change was in the calculation of the momentum error. Due to a

couple of programming mistakes, the only error which was propagated correctly is the

momentum error for positively charged Release 5 tracks. Therefore, the momentum

errors for negatively charged Release 5 tracks and all Release 7 tracks are obtained

from a �t to the momentum error as a function of momentum for the positively charged

Release 5 tracks. Because the geometry is better determined and the magnetic �eld

treatment is more correct in Release 7 than Release 5, the Release 7 momentum

error is probably overestimated, relative to the Release 5 error, by this approach.
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Approximately three-fourths of the E791 data were reconstructed with Release 5, the

rest, with Release 7.

3.2 Stripping, Substripping and Microstripping

The stripping, substripping and microstripping were designed to reduce the data

which needed to be processed for a given analysis by splitting the data into more

analysis-speci�c data sets and by applying more stringent requirements. This strip

program was run on the �ltered data at the same institution where the data reconstruc-

tion took place with the exception of the CBPF data, which was stripped at Fermilab.

The strip generated a tag for each event that indicated which of the physics require-

ments the event passed. Events which passed one of the physics requirements designed

to �nd events with a secondary vertex signi�cantly displaced from the primary vertex

were written to Stream A. Events which passed one of the physics requirements de-

signed to keep events with a long-lived particle (e.g. K0
S or ��) were sent to Stream

B. The data used in this analysis came from Stream A.

The substrip and microstrip for this analysis were performed at Kansas State

University. In both cases the number of events was reduced by imposing more re-

strictions on the event and selecting fewer charm decay modes. The �nal 33-tape

microstrip includes two, three and four prong charm decay candidates. These contain

secondary vertices with two, three or four charged tracks with a calculated invariant

mass for the most common decay modes within �200 MeV/c2 of the nominal D
0
, D+,

D+
s or �+

c mass.
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3.3 The Final Sample

3.3.1 Determining selection criteria

The �nal sample actually consists of two candidate D
0
decay samples, the K�

sample, and the K��� sample. To obtain the K� sample the 33 microstrip tapes

were run through a program which selected events with a two-prong vertex in the

vertex list which satis�ed all of the microstrip requirements and a couple of additional

loose cuts. The K��� sample was obtained in a similar fashion. However, while the

global vertexing algorithm used to create the vertex list was reasonably e�cient for

two and three prong modes, it was not as e�cient for four prong modes. Therefore,

for the K��� mode, events with three-prong vertices as well as those with four-prong

vertices were examined. For the three-prong vertices, the vertex was required to pass

the three-prong microstrip criteria. Then a loop through all tracks which were not

included in either the primary or secondary vertex was performed. Each track was

added to the secondary vertex, and if the result passed cuts similar to, but looser than,

the four-prong requirements, the event was kept. The D candidates from converted

three-prong vertices, referred to as Seed 3 candidates, are typically events in which

the �2 of the secondary vertex �t is poor and/or the likelihood that the extra track

came from the primary is good (although not good enough to be included in the

primary vertex). The D candidates from four-prong vertices are referred to as Seed 4

candidates. In this analysis, the Seed 3 candidates account for �1/3 of the totalK���

candidates with somewhat worse signal-to-background than the Seed 4 candidates.

The K� and K��� samples were each passed through another program from

which \ntuples" were generated. The ntuples contain information about every event

including physics variables such as xF , p
2
T and lifetime as well as cut variables, described
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below. The �rst use of this ntuple is to obtain the best set of �nal selection criteria.

Generally, selection criteria, or cuts, are requirements made of an event to help select

signal and reject background. The optimal set of cuts is one in which the relative error

of the �nal answer is minimized. Since the �nal answer is usually obtained by counting

events, the relative error of the total number of candidates is a good indication of the

relative error of the �nal answer. Minimizing the relative error on the total number

of candidates is the same as maximizing the signi�cance, de�ned as S=�S where S is

the measured signal and �S is the error on the signal. The error on the signal can

be approximated by
p
S +B where B is the background underneath the signal. This

approximation is most valid when the signal is large, the background is small and the

background is well �t by a functional form. In this case the error on the background

measurement is negligible and the error on the signal comes from counting the entries

in the signal region. The number of entries in the signal region is S +B and the error

on counting the entries is �pS +B.

Maximizing the signi�cance of the signal generally leads to the smallest statistical

error on the �nal answer. However, if systematic errors are important, then the cuts

should also be chosen to minimize the systematic errors. One source of systematic

error in this anlaysis comes from disagreement between the real data and the data

generated from the Monte Carlo simulation program. The Monte Carlo program is

designed to produce charm events and model their interactions in the various detectors

of the spectrometer. Using the Monte Carlo program to measure the acceptance allows

one to correct the data for events lost due to geometry, ine�ciencies in the detector,

ine�ciencies in the reconstruction algorithm and events excluded by the applied cuts.

If a cut variable distribution is di�erent for data signal and Monte Carlo signal, then

a cut on that variable will result in an incorrectly calculated acceptance. This type of
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systematic error can be minimized by avoiding cuts where the Monte Carlo and data

do not agree. Obviously this is not entirely possible because the data sample one uses

already has cuts applied to it.

The �nal set of cuts were obtained by maximizing S=
p
S +B for the K�, Seed 3

K��� and Seed 4 K��� event samples using variables where the agreement between

Monte Carlo and data was good. This was done in the following way. For each cut

variable, a data signal, a Monte Carlo signal, and a background distribution were

generated. Events in the signal region are events where the reconstructed mass is

�2 sigma around the mean value. The mean value and sigma are the measured D

mass and width respectively. Events in the background (or \sideband") region are

events where the reconstructed mass is greater than 4 sigma away from the mean

value and less than 8 sigma away from the mean value. The background distribution

for a cut variable is obtained by taking events in the background region. The signal

plus background distribution is obtained by taking events in the signal region. The

signal distribution is the signal plus background distribution (from the signal region)

minus 1/2 of the background distribution (from the background region). The factor

of 1/2 is needed because the background region is a total of 8 sigma wide while the

signal region is only 4 sigma wide. The Monte Carlo signal distribution is obtained

in exactly the same way using the Monte Carlo data. The di�erences in mass and

width between the Monte Carlo and data require using slightly di�erent signal and

background regions. The Monte Carlo signal distribution is scaled to contain the same

number of events as the data signal distribution. First the data signal and Monte Carlo

signal distributions are compared to be sure they are in relatively good agreement.

Next the value of S=
p
S +B is calculated as a function of the cut variable. The signal

is taken from the Monte Carlo and the background from the data. The higher statistics
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Monte Carlo signal is used to avoid tuning the cuts to uctuations in the data. Then

the cut variable which gives the highest value of S=
p
S +B is chosen. The cut value is

usually chosen to be slightly looser than the point at which S=
p
S +B is a maximum

in order to compensate for the predilection of the Monte Carlo to be more optimistic

than the data. This cut is then applied and the whole process is repeated for the next

cut. For each xF range, there were approximately 5(12) iterations for the K� (K���)

mode.

3.3.2 Final cuts

The cut variables used in this analysis and the reason the cut is used are:

sdz The separation between the primary vertex and the secondary vertex in the

beam (z) direction divided by the uncertainty on the separation. This requires

a detached vertex which is the most important criterion in �xed-target charm

physics.

ptb PT (in GeV/c) of the D candidate relative to the primary-secondary line-of-ight

to ensure that the D candidate comes from the primary.

dip Distance (in microns) between the reconstructed D momentum vector and the

primary at the z position of the primary to ensure that the D candidate comes

from the primary.

piso Minimum separation of all the decay tracks from the primary vertex (in microns)

to ensure the decay products do not come from the primary.

tau proper lifetime of the D candidate in picoseconds. Long lifetime events can come

from secondary interactions or misreconstructed D+ decays.
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pt2dk �p2T of the tracks in the secondary vertex relative to the D candidate momen-

tum in GeV2/c2. This cut is used to pick out events containing high-mass decays

which generally have high relative pT tracks compared to background events.

costhet Cosine of the angle between the K momentum and the D-candidate mo-

mentum in the D-candidate rest frame. This is similar to pt2dk in that it

removes decays with collinear tracks.

jcat Minimum JCATSG of tracks in the secondary vertex. The track category,

JCATSG, is de�ned as (20r1 + 21r2 + 22r3 + 23r4) where rN is 1 if the track

uses hits in region N and 0 otherwise. Region 1 is upstream of the �rst magnet

(silicon, PWC's and D1), Region 2 is between the two magnets (D2), Region

3 is immediately downstream of the second magnet (D3), and Region 4 is just

before the calorimeters (D4). All tracks in this analysis are category 3, 7 and 15

tracks which are reconstructed in the silicon and make it through at least one

magnet.

mxxis Maximum �2=dof of the tracks in the secondary vertex. This reduces the

number of \ghost" tracks.

sigma Miniumum distance between the secondary vertex and any solid material

divided by the uncertainty on the distance. This cut is used to avoid vertices

due to secondary interactions in material.

chivtx �2=dof for the �t of the decay tracks to a common vertex.

zprim Z position of the primary vertex in cm. This cut is used to eliminate interac-

tions in the interaction counter and vertex silicon planes.



47

mxrat Maximum ratio of each secondary track's secondary vertex miss distance to

primary vertex miss distance. This is used to make sure the decay tracks are

more likely to have originated in the secondary vertex than in the primary vertex.

p(x) Momentum of particle x in GeV/c.

Examples of the type of plots used to optimize the signal for these cut variables

are shown in Fig. 3.3 for the K� signal, Fig. 3.4 for the K��� Seed 4 signal and

Fig. 3.5 for the K��� Seed 3 signal. The �rst and third columns show a comparison

of data signal, MC signal and data background for each variable. The second and

fourth columns show the signi�cance (S=
p
S +B) as a function of the appropriate

variable. For the iteration shown in the �gures, the set of cuts are approximately

midway between the microstrip set and the �nal set. It is clear that, in all cases, the

dip variable needs to be tightened from its current 0.008 value, and for the K��� case

(especially Seed 3), the sigma variable will be important. The agreement between

Monte Carlo and data is fairly good for most of these variables. Exceptions are

generally variables which were used in the microstrip or previous analysis stages for

which there is no recourse (e.g. sdz and ptb) and/or for which only loose cuts are

applied which will have little e�ect on the �nal result (e.g. dip and ptb). Other cut

variables were investigated but they either did not increase the signi�cance or were

not well modeled by the Monte Carlo, or both. Notably missing from this list are any

�Cerenkov cut variables. It has been found that the �Cerenkov modeling by the Monte

Carlo is not very good. Although it is possible to calculate �Cerenkov e�ciencies using

data, the error would be of the same order as the actual measurement. Therefore,

to avoid the extra error and complication, there is no �Cerenkov information used in

this analysis. This means that a real two-prong D
0
candidate will often show up as
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a fake D0 candidate and a real four-prong D
0
candidate will often appear twice as a

fake D0 candidate and once as a fake D
0
candidate. Because the fake D candidates

have two misidenti�ed decay products, the background formed from them peaks near

the correct mass but is much, much broader than the signal and will be accounted for

by the background function in the �ts to the mass distribution. To demonstrate the

di�erence in the distributions, the same Monte Carlo candidates are plotted with the

correct and incorrect mass assignments for both decay modes in Fig 3.6

Di�erent reconstruction errors dominate in di�erent regions of xF . For instance,

at low xF (momentum), multiple Coulomb scattering is important for track and in-

variant mass reconstruction while at high xF (momentum) the intrinsic measurement

uncertainties dominate. Therefore, cut optimization was performed separately for dif-

ferent regions of xF . This had little e�ect on the cut values chosen for the K� mode.

For the K��� mode, however, the optimization yielded di�erent sets of cuts for the

di�erent xF regions. In addition, the K��� cuts were optimized separately for Seed 3

and Seed 4 events. The �nal cut values for the K� candidates are given in Table 3.2.

The �nal cut values for the K��� candidates are given in Table 3.3 and Table 3.4 for

Seed 4 and Seed 3 candidates, respectively.

In order to limit systematic errors, additional restrictions were also placed on

the data. All events with a primary vertex consistent with being inside the platinum

target (Zprim < �7:4 cm) were discarded. It was found that interactions in the plat-

inum target could result in back-splash into the halo counter 8 cm behind it, vetoing

the event. In fact, since charm production is a hard process, charm events were vetoed

more frequently than non-charm events. This e�ect does not appear in any other tar-

get, probably due to shielding by the (larger) platinum target. While there was enough

calibration data to detect the e�ect, the statistics were too poor to correct for it, and
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Fig. 3.3.| The �rst and third columns show a comparison of K� Monte Carlo signal

(solid), data signal (dashed) and data background (dotted) for cut variables used in

this analysis. The second and fourth columns show the e�ect on S=
p
S +B as the

cut variables change. This sample contains data from all xF with cuts approximately

midway between the microstrip cuts and the �nal cuts.
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Fig. 3.4.| The �rst and third columns show a comparison of Seed 4 K��� Monte

Carlo signal (solid), data signal (dashed) and data background (dotted) for cut vari-

ables used in this analysis. The second and fourth columns show the e�ect on

S=
p
S +B as the cut variables change. This sample contains data from all xF with

cuts approximately midway between the microstrip cuts and the �nal cuts.
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Fig. 3.5.| The �rst and third columns show a comparison of Seed 3 K��� Monte

Carlo signal (solid), data signal (dashed) and data background (dotted) for cut vari-

ables used in this analysis. The second and fourth columns show the e�ect on

S=
p
S +B as the cut variables change. This sample contains data from all xF with

cuts approximately midway between the microstrip cuts and the �nal cuts.
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Fig. 3.6.| Monte Carlo K� (a) and K��� (b) invariant mass plots with the correct

(solid line) and incorrect (dotted line) sign of the K. For the K��� case, a correctly

signed K still allows a two-fold ambiguity which explains the background in the solid

histogram.

Cut Sign xF < 0:2 xF > 0:2 �strip cut

Mass > 1.625 GeV/c2 1.70 GeV/c2 a

SDZ > 8 8

PTB < 0.40 GeV/c 0.40 GeV/c

DIP < 60 �m

PISO > 40 �m

PISO/DIP > 2.25

SIGMA > 0

PT2DK > 0.4 GeV2/c2

TAU < 3 ps 5 ps

jCOS(�)j < 0.99 0.995

MXXIS < 5 5b

ZPRIM < -0.35 cm -1.00 cm

P(K),P(�) > 2 GeV/c 2 GeV/c

JCAT = 3,7,15 7,15 3,7,15

Table 3.2: Final cuts for K� candidates. The �strip column show the microstrip level

cuts.

aMass of KK

bRelease 5 cut = 6.5, Release 7 cut = 5.0
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Variable Sign �:2<xF <0 0<xF <:2 :2<xF <:8 �strip(K���)

Mass > 1.625 GeV/c2 1.70 GeV/c2 a

SDZ > 9 10 7

PTB < 0.4 GeV/c 0.45 GeV/c 0.45 GeV/c

DIP < 50 �m 35 �m 120 �m

PISO > 20 �m 30 �m

SIGMA > 8 2 0

PT2DK > 0.15 GeV2/c2

TAU < 3 ps 4 ps

jCOS(�)j < 0.93 0.95

MXXIS < 5 5b

CHIVTX < 25 � 12c

ZPRIM < -0.35 cm -1.00 cm

MXRAT < 0.7 � 1d

P(K) > 2 GeV/c 2 GeV/c

P(�) > 2 GeV/c 2 GeV/c

Table 3.3: Final cuts for Seed 4 K��� candidates. The �strip column shows the

microstrip level cuts.

aMass of KK��

bRelease 5 cut = 6.5, Release 7 cut = 5.0

cWhile there is no explicit cut on this variable, there is a related cut applied which limits the �2

contribution from an individual track in the vertex.

dWhile there is no explicit cut on this variable, there are related cuts applied. One cut limits the �2

contribution from an individual track in the vertex. Another cut requires a track in the secondary

vertex to give a large �2 contribution when added to the primary vertex.
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Variable Sign �:2<xF <0 0<xF <:2 :2<xF <:8 �strip(K��)

Mass > 1.625 GeV/c2 1.70 GeV/c2 a

SDZ > 9 11 8

PTB < 0.35 GeV/c 0.45 GeV/c 0.40 GeV/c 0.35 GeV/c

DIP < 50 �m 45 �m 40 �m 100 �m

PISO > 30 �m

SIGMA > 8 2 0

PT2DK > 0.15 GeV2/c2

TAU < 3 ps 5 ps

jCOS(�)j < 0.93 0.95

MXXIS < 5 5b

CHIVTX < 25 � 12c

ZPRIM < -0.35 cm -1.00 cm

MXRAT < 0.7 � 1d

P(K) > 2 GeV/c 2 GeV/c

P(�) > 2 GeV/c 2 GeV/c

Table 3.4: Final cuts for Seed 3 K��� candidates. The �strip column shows the

microstrip level cuts for three prong decays.

aMass of KK�

bRelease 5 cut = 6.5, Release 7 cut = 5.0

cWhile there is no explicit cut on this variable, there is a related cut applied which limits the �2

contribution from an individual track in the vertex.

dWhile there is no explicit cut on this variable, there are related cuts applied. One cut limits the �2

contribution from an individual track in the vertex. Another cut requires a track in the secondary

vertex to give a large �2 contribution when added to the primary vertex.
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thus the platinum target events were discarded. The �rst 5% of the data taken by

E791 was with a four-target con�guration, without one of the diamond planes. Some

of the reconstruction routines did not handle the old target con�guration correctly. In

addition, the Monte Carlo was run and vetted with the new con�guration. Therefore

all of the four-target runs were also discarded. The remaining data are used to mea-

sure quantities such as the masses and widths of the D candidates and are referred

to as Sample A. The data used for analysis required some more restrictions, however.

Approximately 2% of the remaining data were found to have some problems including

readout errors, pedestal errors, large ine�ciencies, magnet setting errors, trigger set-

ting errors, etc. These runs were discarded. The runs taken with only an interaction

trigger (no ET requirement) were also discarded. This eliminates an additional 5%

of the data. Proper normalization of the distributions requires information from the

scalers, described in Section 2.5. These scalers were read out once per spill during

a run, independent of the data acquisition system. Approximately 3/4 of the way

through the data taking it was discovered that the full initialization of all detectors

in the middle of a run caused the scaler data acquisition to overwrite the old scaler

data for that run with new data starting from the initialization. Fortunately this full

initialization was not performed frequently and only �5% of the data are without

proper scaler information. The remaining Release 5 and Release 7 data, called Sample

B, are shown in Figures 3.7 and 3.8. The yields for the various samples are shown

in Table 3.5. The �ts use a single Gaussian for the signal and a cubic (quadratic)

polynomial for the K� (K���) background.
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Data K� Yield K��� Yield

Set Release 5 Release 7 Release 5 Release 7

Full Sample 57372� 414 22086� 267 32144� 287 14247� 196

Sample A 46685� 375 15519� 220 26641� 261 10354� 165

Sample B 39800� 344 12447� 196 22667� 241 8375� 148

Table 3.5: Release 5 and Release 7 K� and K��� yields from di�erent data samples.

Full sample includes all E791 data; Sample A requires no four-target runs and no

primary interaction in the platinum target; Sample B also requires no poor quality

runs, no interaction trigger runs and no runs with missing or inaccurate scaler data.

0

2000

4000

6000

1.8 1.9 2 2.1 2.2

  284.8    /   113

Yield = 39800 ± 344

Mass = 1.8668 GeV/c2

Width = 14 MeV/c2

Kπ

C
a

n
d

id
a

te
s
  

/ 
 4

 M
e

V
/c2

(a) Mass (Kπ) GeV/c2

0

2000

4000

1.8 1.9 2 2.1 2.2

  291.6    /   114

Yield = 22667 ± 241

Mass = 1.8659 GeV/c2

Width = 10.6 MeV/c2

Kπππ
C

a
n

d
id

a
te

s
  

/ 
 4

 M
e

V
/c2

(b) Mass (Kπππ) GeV/c2

0

1000

2000

3000

1.8 1.9 2 2.1 2.2

  206.4    /   114

Yield = 15392 ± 190

Mass = 1.866 GeV/c2

Width = 10.2 MeV/c2

Kπππ seed 4

C
a

n
d

id
a

te
s
  

/ 
 4

 M
e

V
/c2

(c) Mass (Kπππ) GeV/c2

0

500

1000

1500

1.8 1.9 2 2.1 2.2

  140.4    /   114

Yield = 6662 ± 150

Mass = 1.8659 GeV/c2

Width = 10.7 MeV/c2

Kπππ seed 3

C
a

n
d

id
a

te
s
  

/ 
 4

 M
e

V
/c2

(d) Mass (Kπππ) GeV/c2

Fig. 3.7.| Sample B K� (a) and K��� (b) yields from the Release 5 E791 data

with the nominal cuts used in this anlaysis plus no four-target runs, no interaction

trigger runs, no poor quality runs, no runs with missing or inaccurate scaler data and

no events with an interaction in the platinum target. The K��� sample is also shown

separated into Seed 4 (c) and Seed 3 events (d).
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Fig. 3.8.| Sample B K� (a) and K��� (b) yields from the Release 7 E791 data

with the nominal cuts used in this anlaysis plus no four-target runs, no interaction

trigger runs, no poor quality runs, no runs with missing or inaccurate scaler data and

no events with an interaction in the platinum target. The K��� sample is also shown

separated into Seed 4 (c) and Seed 3 events (d).
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Chapter 4

Data

To obtain the xF and p2T distributions we need a method to determine the amount

of signal and a means to correct for the amount of signal missed. The �rst issue is

addressed here.

4.1 Calculating Yields

Generally, the amount of signal is obtained by �tting a function to the mass

distribution. The function consists of one part which represents signal and one part

which represents background. The mass resolution of the spectrometer is much larger

than the intrinsic width of the D
0
mass state. Therefore, a Gaussian, rather than

a Breit-Wigner, is chosen to represent the signal. The background function can be

anything which adequately models the background. In this analysis, �rst, second, and

third degree polynomials, exponentials and Gaussians are used to model the back-

ground. The calculated yields obtained by �tting the mass plots shown in Figures 3.7

and 3.8 are only approximations to the true number of reconstructed candidates. One

major failing of this approximation comes from the assumption that the signal can

be represented by a single Gaussian with one central value and one width. Imperfect
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knowledge of the E791 spectrometer magnetic �eld and geometry has already been

shown to produce a mass shift correlated with xF , as shown in Fig. 3.1. Figure 3.1

also demonstrates the mass resolution (width) dependence on xF . In fact, each D

candidate has a di�erent mass resolution which depends upon the measurement errors

associated with the decay tracks. The mass resolution can be calculated by di�er-

entiating the invariant mass formula. To evaluate the resulting expression requires

knowing the momentum error, the x slope error, the y slope error and all of their

correlations for each track as well as correlations between the decay tracks. The track

errors come mainly from two sources. The fractional momentum error due to multiple

Coulomb scattering is constant and dominates at low momentum. Intrinsic measure-

ment errors due to the resolution of the detectors dominate at higher momenta since

the fractional momentum error from this contribution is proportional to momentum.

For category 7 and 15 tracks, where the track passes through both magnets, the mo-

mentum resolution is �p=p � 0:6%� (0:02p)% where � indicates a quadratic sum and

p is in GeV/c. Category 3 tracks, which pass through only the �rst magnet, have a

resolution �p=p � 2%�(0:1p)%. Other e�ects such as incorrect geometry and/or mag-
netic �elds can also a�ect the momentum resolution. The measured D mass depends

also on correlations between the decay tracks, primarily the opening angle between the

tracks. The mass width is most sensitive to the number of decay tracks (actually the

Q-value | amount of energy available in a decay), the percentage of category 3 decay

tracks, and the D
0
xF value. The K��� width is 25% smaller than the K� width. The

mass width dependence on xF (at low xF ) is closely connected with the dependence

on the number of category 3 decay tracks. Since category 3 tracks are generally low

momentum tracks, category 3 decay tracks usually come from low momentum (xF ) D

candidates, especially for two-body decays. The mass width dependence on xF as seen
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in Fig. 3.1 comes from two sources. The increase at low xF is due to an increasing

fraction of events with category 3 decay tracks. The increase at high xF is due to

intrinsic detector resolution. The momentum resolution decreases as the momentum

(xF ) increases and the opening angle measurement resolution also decreases as the

opening angle decreases (xF increases). The resolution variation versus xF can be up

to a factor of four or more as shown in Fig. 3.1. The mass and width values for the

K� and K��� candidates are summarized in Table 4.1 and Table 4.2 respectively.

These were obtained from Sample A by �tting a Gaussian for the signal. The K�

background is �t with a third-degree polynomial except for the �rst bin and the last

two bins in xF which are �t with an exponential background. The K��� background

is �t with a quadratic function. The measured masses and widths for Monte Carlo

data are found in Table 4.3 and Table 4.4 for K� and K��� respectively. The Monte

Carlo K� (K���) data are �t with a Gaussian signal and a linear (quadratic) back-

ground. The mass and width dependence on p2T is minimal in both data and Monte

Carlo.

4.2 Using Normalized Mass

One way to compensate for the broadening of the mass peak that results from

combining events from di�erent kinematic regions, which have di�erent central values

for the mass as well as di�erent mass resolutions, is to convert to the normalized mass.

The normalized mass of a D
0!K� candidate is:

mn =
mK� �m

D
0

�K�

(4.1)

where mK� is the measured mass of the candidate, m
D
0 is the average mass of the

D
0
candidates and �K� is the mass resolution of the candidate. In this analysis, the

average mass (m
D
0) is measured by �tting a Gaussian to the signal of interest. This
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Release 5 Release 7

xF Range Mass Width Mass Width

(GeV/c2) (MeV/c2) (GeV/c2) (MeV/c2)

-0.125< xF < -0.100 1.8606� 0.0111 42.0� 13.5 1.9050� 0.0198 64.3� 15.8

-0.100< xF < -0.075 1.8567� 0.0035 31.1� 4.1 1.8683� 0.0018 7.6� 2.2

-0.075< xF < -0.050 1.8618� 0.0012 18.4� 1.3 1.8678� 0.0014 16.4� 1.4

-0.050< xF < -0.025 1.8651� 0.0006 15.5� 0.7 1.8673� 0.0008 13.1� 1.0

-0.025< xF < 0.000 1.8659� 0.0004 12.9� 0.4 1.8662� 0.0005 10.8� 0.6

0.000< xF < 0.025 1.8658� 0.0003 12.6� 0.3 1.8658� 0.0004 10.9� 0.4

0.025< xF < 0.050 1.8664� 0.0003 11.4� 0.3 1.8663� 0.0004 11.0� 0.4

0.050< xF < 0.075 1.8667� 0.0003 11.6� 0.3 1.8654� 0.0004 11.3� 0.4

0.075< xF < 0.100 1.8669� 0.0003 12.6� 0.3 1.8660� 0.0005 12.9� 0.5

0.100< xF < 0.125 1.8674� 0.0003 13.7� 0.3 1.8656� 0.0006 14.6� 0.6

0.125< xF < 0.150 1.8683� 0.0004 13.9� 0.4 1.8655� 0.0007 15.9� 0.8

0.150< xF < 0.175 1.8678� 0.0005 16.2� 0.5 1.8653� 0.0009 16.9� 0.9

0.175< xF < 0.200 1.8685� 0.0006 17.2� 0.6 1.8679� 0.0009 16.4� 1.0

0.200< xF < 0.250 1.8681� 0.0005 18.3� 0.6 1.8661� 0.0010 21.3� 1.2

0.250< xF < 0.300 1.8707� 0.0009 24.1� 1.0 1.8676� 0.0014 24.2� 1.6

0.300< xF < 0.350 1.8714� 0.0014 30.6� 1.7 1.8674� 0.0021 30.7� 2.4

0.350< xF < 0.400 1.8733� 0.0019 29.3� 2.3 1.8662� 0.0034 39.3� 4.5

0.400< xF < 0.500 1.8748� 0.0030 51.3� 4.8 1.8672� 0.0037 33.8� 4.5

0.500< xF < 0.600 1.8734� 0.0069 64.6� 8.9 1.8821� 0.0067 49.7� 9.1

0.600< xF < 0.800 1.8631� 0.0085 66.0� 12.0 1.8861� 0.0096 64.0� 13.2

Table 4.1: K� measured mass and width in bins of xF for Release 5 and Release 7

data.
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Release 5 Release 7

xF Range Mass Width Mass Width

(GeV/c2) (MeV/c2) (GeV/c2) (MeV/c2)

-0.125< xF < -0.100 1.8637� 0.0063 13.8� 4.9 1.8742� 0.0143 3.8� 9.6

-0.100< xF < -0.075 1.8564� 0.0030 16.9� 2.6 1.8792� 0.0066 17.9� 5.5

-0.075< xF < -0.050 1.8644� 0.0018 13.8� 1.8 1.8664� 0.0014 6.5� 1.5

-0.050< xF < -0.025 1.8622� 0.0008 12.1� 0.8 1.8650� 0.0010 9.0� 0.9

-0.025< xF < 0.000 1.8630� 0.0005 11.1� 0.5 1.8668� 0.0007 9.0� 0.7

0.000< xF < 0.025 1.8648� 0.0003 9.9� 0.4 1.8657� 0.0005 8.5� 0.5

0.025< xF < 0.050 1.8659� 0.0003 8.9� 0.3 1.8656� 0.0004 9.3� 0.5

0.050< xF < 0.075 1.8659� 0.0003 9.3� 0.3 1.8656� 0.0004 9.6� 0.4

0.075< xF < 0.100 1.8663� 0.0003 9.0� 0.3 1.8657� 0.0004 9.4� 0.4

0.100< xF < 0.125 1.8664� 0.0003 9.9� 0.3 1.8654� 0.0005 10.3� 0.5

0.125< xF < 0.150 1.8673� 0.0004 10.2� 0.4 1.8651� 0.0006 10.5� 0.6

0.150< xF < 0.175 1.8658� 0.0005 12.3� 0.5 1.8660� 0.0007 11.6� 0.7

0.175< xF < 0.200 1.8673� 0.0005 10.9� 0.5 1.8668� 0.0008 11.7� 0.9

0.200< xF < 0.250 1.8672� 0.0005 12.8� 0.5 1.8653� 0.0007 12.4� 0.7

0.250< xF < 0.300 1.8654� 0.0009 15.1� 1.0 1.8660� 0.0016 19.3� 2.1

0.300< xF < 0.350 1.8682� 0.0014 16.1� 1.5 1.8689� 0.0019 16.8� 1.9

0.350< xF < 0.400 1.8665� 0.0019 17.6� 1.8 1.8698� 0.0026 15.3� 2.6

0.400< xF < 0.500 1.8660� 0.0025 19.9� 2.4 1.8692� 0.0051 28.2� 8.4

0.500< xF < 0.600 1.8614� 0.0123 42.1� 15.4 1.8534� 0.0124 35.1� 15.9

0.600< xF < 0.800 1.8739� 0.0084 32.9� 7.4 1.8672� 0.0100 20.3� 11.2

Table 4.2: K��� measured mass and width in bins of xF for Release 5 and Release 7

data.
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Release 5 Release 7

xF Range Mass Width Mass Width

(GeV/c2) (MeV/c2) (GeV/c2) (MeV/c2)

-0.125< xF < -0.100 1.8601� 0.0010 27.8� 0.9 1.8661� 0.0007 19.4� 0.7

-0.100< xF < -0.075 1.8597� 0.0005 25.2� 0.4 1.8644� 0.0003 16.7� 0.3

-0.075< xF < -0.050 1.8633� 0.0002 21.6� 0.2 1.8651� 0.0002 14.9� 0.2

-0.050< xF < -0.025 1.8641� 0.0001 17.1� 0.1 1.8650� 0.0001 12.6� 0.1

-0.025< xF < 0.000 1.8650� 0.0001 13.9� 0.1 1.8651� 0.0001 11.1� 0.1

0.000< xF < 0.025 1.8657� 0.0001 12.0� 0.1 1.8650� 0.0001 10.4� 0.1

0.025< xF < 0.050 1.8663� 0.0001 11.3� 0.1 1.8649� 0.0001 10.3� 0.1

0.050< xF < 0.075 1.8669� 0.0001 11.4� 0.1 1.8648� 0.0001 10.6� 0.1

0.075< xF < 0.100 1.8675� 0.0001 12.0� 0.1 1.8649� 0.0001 11.4� 0.1

0.100< xF < 0.125 1.8679� 0.0001 12.7� 0.1 1.8649� 0.0001 12.0� 0.1

0.125< xF < 0.150 1.8682� 0.0001 13.7� 0.1 1.8649� 0.0001 13.0� 0.1

0.150< xF < 0.175 1.8685� 0.0001 14.8� 0.1 1.8649� 0.0001 14.1� 0.1

0.175< xF < 0.200 1.8687� 0.0001 16.3� 0.1 1.8650� 0.0001 15.1� 0.1

0.200< xF < 0.250 1.8691� 0.0001 17.3� 0.1 1.8651� 0.0001 15.4� 0.1

0.250< xF < 0.300 1.8695� 0.0001 20.7� 0.1 1.8653� 0.0001 18.0� 0.1

0.300< xF < 0.350 1.8701� 0.0002 24.8� 0.2 1.8658� 0.0002 21.3� 0.1

0.350< xF < 0.400 1.8702� 0.0003 28.5� 0.3 1.8660� 0.0002 24.6� 0.2

0.400< xF < 0.500 1.8715� 0.0004 34.2� 0.3 1.8668� 0.0003 29.0� 0.3

0.500< xF < 0.600 1.8731� 0.0008 43.5� 0.7 1.8689� 0.0006 37.4� 0.5

0.600< xF < 0.800 1.8786� 0.0012 52.6� 1.1 1.8722� 0.0010 45.2� 0.9

Table 4.3: K� measured mass and width in bins of xF for Release 5 and Release 7

Monte Carlo data.
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Release 5 Release 7

xF Range Mass Width Mass Width

(GeV/c2) (MeV/c2) (GeV/c2) (MeV/c2)

-0.125< xF < -0.100 1.8638� 0.0016 12.1� 1.6 1.8647� 0.0016 10.8� 1.4

-0.100< xF < -0.075 1.8634� 0.0011 16.2� 1.0 1.8647� 0.0008 11.1� 0.7

-0.075< xF < -0.050 1.8641� 0.0004 11.5� 0.3 1.8647� 0.0003 8.8� 0.3

-0.050< xF < -0.025 1.8645� 0.0002 10.0� 0.2 1.8650� 0.0002 8.3� 0.1

-0.025< xF < 0.000 1.8652� 0.0001 8.8� 0.1 1.8650� 0.0001 7.7� 0.1

0.000< xF < 0.025 1.8658� 0.0001 8.4� 0.1 1.8651� 0.0001 7.4� 0.1

0.025< xF < 0.050 1.8664� 0.0001 8.2� 0.1 1.8651� 0.0001 7.7� 0.1

0.050< xF < 0.075 1.8668� 0.0001 8.2� 0.1 1.8650� 0.0001 7.9� 0.1

0.075< xF < 0.100 1.8673� 0.0001 8.4� 0.1 1.8651� 0.0001 8.1� 0.1

0.100< xF < 0.125 1.8677� 0.0001 8.7� 0.1 1.8650� 0.0001 8.4� 0.1

0.125< xF < 0.150 1.8679� 0.0001 9.1� 0.1 1.8650� 0.0001 9.0� 0.1

0.150< xF < 0.175 1.8678� 0.0001 9.5� 0.1 1.8649� 0.0001 9.6� 0.1

0.175< xF < 0.200 1.8683� 0.0001 10.4� 0.1 1.8652� 0.0001 10.3� 0.1

0.200< xF < 0.250 1.8683� 0.0001 11.2� 0.1 1.8651� 0.0001 11.0� 0.1

0.250< xF < 0.300 1.8685� 0.0002 12.8� 0.2 1.8653� 0.0001 12.1� 0.1

0.300< xF < 0.350 1.8686� 0.0003 15.0� 0.3 1.8654� 0.0002 14.0� 0.2

0.350< xF < 0.400 1.8684� 0.0004 16.4� 0.5 1.8655� 0.0004 15.6� 0.4

0.400< xF < 0.500 1.8704� 0.0006 19.6� 0.7 1.8668� 0.0005 18.6� 0.5

0.500< xF < 0.600 1.8715� 0.0016 27.4� 1.8 1.8660� 0.0011 24.3� 1.2

0.600< xF < 0.800 1.8766� 0.0035 35.0� 4.2 1.8666� 0.0020 26.2� 2.3

Table 4.4: K��� measured mass and width in bins of xF for Release 5 and Release 7

Monte Carlo data.
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allows the value of m
D
0 to be di�erent for di�erent decay modes or bins of xF , for

example. The mass resolution is calculated for each event by determining the error

on the invariant mass calculation. If the mass resolution is calculated correctly, the

normalized mass distribution will be a unit Gaussian centered at zero for all signal

events. As long as the background can still be well �t, the signal is easy to extract by

�tting a single Gaussian.

Using normalized mass to extract yields has some disadvantages. The E791

Data Summary Tapes (DSTs) contain some information about the momentum errors

of the downstream spectrometer and the slope errors of the silicon system. However,

as mentioned in Section 3.1.3, the momentum errors were not properly stored for

negatively charged tracks in the Release 5 code or for any tracks in the Release 7

code. In addition, the correlation between momentum error and slope error was not

written out. This, along with imperfect knowledge of the geometry and magnetic

�elds of the E791 spectrometer, causes the calculated mass resolution to be just an

approximation to the true value. The calculated mass resolution does a good job

of accounting for momentum errors due to di�erent track categories but it does not

accurately account for the increase in mass width with increasing xF . This makes

the normalized mass very e�ective at low xF where the number of category 3 tracks

is larger and the mass width is reasonably stable. Another disadvantage of using

normalized masses comes from the limited �t range. Since a cut has already been

placed on the mass of the D candidate, extending the normalized mass range too

far can result in distortions of the distribution which can create a false peak and/or

an arti�cially low background. Since the mass of the D candidate is required to be

between 1.625 and 2.200 GeV/c2, the limits of the normalized mass distribution for a

D
0
mass of 1.865 GeV/c2 should be (1:625 � 1:865)=�max and (2:200 � 1:865)=�max.
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Although the K� (K���) � values extend to 0.2 GeV/c2 (0.1 GeV/c2), 99% of the

candidates have � less than 0.027 GeV/c2 (0.019 GeV/c2). Using the 99% values, the

normalized mass histograms have limits of -9.0 to 12.5 and -12.5 to 17.5 for the K�

and K��� modes, respectively. The widest possible mass range is desired to allow

the best possible measurement of the background. The average calculated resolution

is 0.013 GeV/c2 for K� and 0.009 GeV/c2 for K���. Assuming an approximately

linear shape for the background, this implies less than half of the background events

in the sample are plotted on the normalized mass plots, reducing the accuracy with

which the background (and thus the background-subtracted signal) can be measured.

Figures 4.1 and 4.2 show the K� �tted invariant mass plots versus xF for Release

5 and Release 7 respectively, from which the values in Table 4.1 were obtained (Sample

A). Figures 4.3 and 4.4 show the K� �tted normalized mass plots versus xF for the

same sample for Release 5 and Release 7 respectively. The yields in these four �gures

(and similar plots for the Monte Carlo data) were used to calculate the ratios plotted

in Fig. 4.5 which compares the yields obtained using invariant masses and normalized

masses for K� events as a function of xF for data and Monte Carlo. The minimization

and error analysis was performed using the Minuit [30] software which is part of the

CERN program library. The �ts to the mass distributions are all performed using a

binned maximum log-likelihood technique. In addition, errors are determined using

theMinos method inMinuit which �nds the points at which the function changes by

0.5 log-likelihood units rather than using the error matrix calculated at the minimum

and assuming parabolic errors.

As mentioned above, the calculated resolution correctly accounts for category

3 tracks but not for the high xF resolution degradation. Therefore, the biggest gain

is at low xF where there are the most category 3 tracks. K� candidates with a
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Fig. 4.1.| Sample A K� invariant mass plots for 20 bins of xF from the Release 5

E791 data with the nominal analysis cuts plus no events with an interaction in the

Platinum target.
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Fig. 4.2.| Sample A K� invariant mass plots for 20 bins of xF from the Release 7

E791 data with the nominal analysis cuts plus no events with an interaction in the

Platinum target.
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Fig. 4.3.| Sample A K� normalized mass plots for 20 bins of xF from the Release

5 E791 data with the nominal analysis cuts plus no events with an interaction in the

Platinum target.
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Fig. 4.4.| Sample A K� normalized mass plots for 20 bins of xF from the Release

7 E791 data with the nominal analysis cuts plus no events with an interaction in the

Platinum target.
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Fig. 4.5.| Ratio of yields obtained from �ts to the normalized mass distribution to

yields obtained from �ts to the invariant mass distribution for data and Monte Carlo

versus xF . The errors are overestimated due to the signi�cant correlations which are

not taken into account.

category 3 track have a calculated resolution approximately twice as great as K�

candidates with only category 7 and 15 tracks. These events are often incorporated

into the background of invariant mass plots but are correctly identi�ed as signal in the

normalized mass plots. Including category 3 track events into the background is less

likely to occur in Monte Carlo events because the background level is much smaller,

and its shape less complex. This is why the gains in Monte Carlo are smaller than in

data. Since the calculated resolution does not account for the high xF resolution loss,

the width becomes too great to reliably �t above xF � 0:2. Thus, for K� and K���,

the normalized mass plots are used to calculate yields for xF < 0:2 and the invariant

mass plots are used to calculate yields for xF > 0:2. Category 3 decay tracks in K�
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events with xF > 0:2 are generally spurious and the few events with real category 3

decay tracks will not be correctly counted using the invariant mass. Therefore, for K�

events with xF > 0:2, category 3 decay tracks are not allowed, as shown in Table 3.2.

This explains why the Monte Carlo ratio shows a sudden jump to � 1 above xF of 0.2.

4.3 Final Data Mass Plots

The Release 5 and Release 7 signals used in the xF distribution analysis for K�

and K��� are shown in Figures 4.6{ 4.9. The signal functions are single Gaussians

while the backgrounds are quadratic, cubic, quadratic and quadratic polynomials for

the normalized mass K� plots, invariant mass K� plots, normalized mass K��� plots,

and invariant mass K��� plots, respectively. The Release 5 and Release 7 signals used

in the p2T distribution analysis for K� and K��� are shown in Figures 4.10{ 4.13. The

p2T distributions are all obtained by �tting the normalized mass distributions with a

Gaussian signal and a linear (quadratic) background for the K� (K���) mode.
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Fig. 4.6.| Sample B K� mass plots for 20 bins of xF from the Release 5 E791 data

with the nominal cuts used in this analysis plus no interaction trigger runs, no poor

quality runs, no runs with missing or inaccurate scaler data and no events with an

interaction in the Platinum target.
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Fig. 4.7.| Sample B K� mass plots for 20 bins of xF from the Release 7 E791 data

with the nominal cuts used in this analysis plus no interaction trigger runs, no poor

quality runs, no runs with missing or inaccurate scaler data and no events with an

interaction in the Platinum target.
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Fig. 4.8.| Sample B K��� mass plots for 20 bins of xF from the Release 5 E791

data with the nominal cuts used in this analysis plus no interaction trigger runs, no

poor quality runs, no runs with missing or inaccurate scaler data and no events with

an interaction in the Platinum target.
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Fig. 4.9.| Sample B K��� mass plots for 20 bins of xF from the Release 7 E791

data with the nominal cuts used in this analysis plus no interaction trigger runs, no

poor quality runs, no runs with missing or inaccurate scaler data and no events with

an interaction in the Platinum target.



78

(a)       0.00 < p2
T < 0.10           

0

200

400

-5 0 5 10

  113.2    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

3236 ± 93

Mass: 0
Width: 1.17

(b)       0.10 < p2
T < 0.20           

0

200

400

-5 0 5 10

  117.4    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

2775 ± 85

Mass: 0
Width: 1.17

(c)       0.20 < p2
T < 0.30           

0

100

200

300

-5 0 5 10

  73.13    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

2442 ± 79

Mass: 0
Width: 1.17

(d)       0.30 < p2
T < 0.40           

0

100

200

300

-5 0 5 10

  140.1    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

2102 ± 73

Mass: 0
Width: 1.17

(e)       0.40 < p2
T < 0.50           

0

100

200

-5 0 5 10

  86.48    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

1985 ± 70

Mass: 0
Width: 1.17

(f)       0.50 < p2
T < 0.75           

0

200

400

-5 0 5 10

  108.3    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

4220 ± 100

Mass: 0
Width: 1.17

(g)       0.75 < p2
T < 1.00           

0

200

400

-5 0 5 10

  94.63    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

3254 ± 88

Mass: 0
Width: 1.17

(h)       1.00 < p2
T < 1.50           

0

200

400

-5 0 5 10

  87.73    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

4668 ± 104

Mass: 0
Width: 1.17

(i)       1.50 < p2
T < 2.00           

0

100

200

300

-5 0 5 10

  88.19    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

3068 ± 83

Mass: 0
Width: 1.17

(j)       2.00 < p2
T < 2.50           

0

100

200

-5 0 5 10

  110.7    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

2020 ± 67

Mass: 0
Width: 1.17

(k)       2.50 < p2
T < 3.00           

0

50

100

150

-5 0 5 10

  126.2    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

1464 ± 56

Mass: 0
Width: 1.17

(l)       3.00 < p2
T < 4.00           

0

100

200

-5 0 5 10

  105.7    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

2020 ± 64

Mass: 0
Width: 1.23

(m)       4.00 < p2
T < 5.00           

0

50

100

-5 0 5 10

  111.2    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

1043 ± 48

Mass: 0
Width: 1.29

(n)       5.00 < p2
T < 6.00           

0

20

40

60

-5 0 5 10

  127.9    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

682 ± 37

Mass: 0
Width: 1.29

(o)       6.00 < p2
T < 8.00           

0

20

40

60

-5 0 5 10

  115.8    /    96

K
π 

C
an

di
da

te
s 

/ 2
15 Yield:

672 ± 36

Mass: 0
Width: 1.29

(p)       8.00 < p2
T < 10.0           

0

10

20

30

-5 0 5 10

  100.3    /    81

K
π 

C
an

di
da

te
s 

/ 2
50 Yield:

248 ± 23

Mass: 0
Width: 1.29

(q)       10.0 < p2
T < 12.0           

0

5

10

15

-5 0 5 10

  75.16    /    73

K
π 

C
an

di
da

te
s 

/ 2
50 Yield:

162 ± 18

Mass: 0
Width: 1.5

(r)       12.0 < p2
T < 14.0           

0

5

10

-5 0 5 10

  28.72    /    44

K
π 

C
an

di
da

te
s 

/ 4
30 Yield:

62 ± 11

Mass: 0
Width: 1.5

(s)       14.0 < p2
T < 16.0           

0

5

10

-5 0 5 10

  23.13    /    39

K
π 

C
an

di
da

te
s 

/ 4
30 Yield:

47 ± 9

Mass: 0
Width: 1.5

(t)       16.0 < p2
T < 18.0           

0

2.5

5

7.5

-5 0 5 10

  12.22    /    18

K
π 

C
an

di
da

te
s 

/ 5
00 Yield:

19 ± 5

Mass: 0
Width: 1.5

Fig. 4.10.| Sample B K� mass plots for 20 bins of p2T from the Release 5 E791 data

with the nominal cuts used in this analysis plus no interaction trigger runs, no poor

quality runs, no runs with missing or inaccurate scaler data and no events with an

interaction in the Platinum target.
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Fig. 4.11.| Sample B K� mass plots for 20 bins of p2T from the Release 7 E791 data

with the nominal cuts used in this analysis plus no interaction trigger runs, no poor

quality runs, no runs with missing or inaccurate scaler data and no events with an

interaction in the Platinum target.
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Fig. 4.12.| Sample B K��� mass plots for 20 bins of p2T from the Release 5 E791

data with the nominal cuts used in this analysis plus no interaction trigger runs, no

poor quality runs, no runs with missing or inaccurate scaler data and no events with

an interaction in the Platinum target.
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Fig. 4.13.| Sample B K��� mass plots for 20 bins of p2T from the Release 7 E791

data with the nominal cuts used in this analysis plus no interaction trigger runs, no

poor quality runs, no runs with missing or inaccurate scaler data and no events with

an interaction in the Platinum target.
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Chapter 5

Acceptance

In order to determine the D
0
production cross sections, one needs to know how many

D
0
particles were produced by a given number of beam particles. The �gures in Chap-

ter 4 only provide the number of D
0!K� and D

0!K��� particles reconstructed.

To obtain a cross section measurement, we must account for all of the D
0
particles we

missed. First we must correct for the unseen decay states of the D
0
. We can obtain

the total number of D
0
particles from each of the decay samples by using the Particle

Data Group (PDG)[31] branching fractions; (3:85 � 0:09%) for K� and (7:6� 0:4%)

for K���. Therefore, once we know the number of D
0!K� and D

0!K��� candi-

dates, we can obtain two independent measurements of the number of D
0
candidates.

Since we do not correctly identify 100% of the K� and K��� D
0
candidates, we must

also make a correction for our ine�ciency. The e�ciency, or acceptance, for �nding a

decay D
0!X can be written as

A(D
0!X) = �live �trig(D

0!X) �rec(D
0!X) (5.1)

where �live is the livetime of the experiment, �trig is the triggering e�ciency and

�rec(D
0!X) is the reconstruction e�ciency. Each of these terms is calculated below.
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5.1 Experiment Livetime

The quantity �live is the livetime of the experiment, that is, the fraction of the

time that the experiment was able to take data, or \live." The deadtime, time when

the experiment was unable to take data, was due to processing a previous pretrigger

or reading out the detectors after a trigger. If we had recorded the total number of

�� beam particles incident on our target (Nbeam), we would have overestimated the

number of beam particles that were able to trigger the experiment, since we were only

sensitive to �liveNbeam beam particles. Instead, we counted beam particles using a

scaler that was gated o� when the experiment was \busy," i.e., not able to record a

new event and thus measured �liveNbeam directly. In all cases, Nbeam actually refers to

good beam, which is a hit in the beam spot counter and no hit in the halo counter

(Section 2.4).

5.2 Trigger E�ciency

If we had triggered the experiment for every beam particle, we would have

recorded every event in which charm was produced. Since we imposed additional

requirements in the trigger beyond good beam we need to determine the e�ciency of

each of them for selecting the two charm decay samples we are using to measure the D
0

cross section. The primary requirements, described in Section 2.4, are a 4.5 MIP pulse

in the interaction counter, ET energy greater than 3 GeV, not more than � 800 GeV

total energy, less than � 2 MIPs in the beam spot counter and no hits in the beam

spot counter for 78 ns on either side of the triggering hit.

The e�ciency for the interaction requirement is very close to 100% for events

which we can reconstruct. Since the reconstruction program requires the primary

vertex to contain at least two tracks and since our decay modes have 2-4 charged
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tracks, there is a minimum of 4 charged tracks passing through the interaction counter.

In addition, there will be other tracks from the unreconstructed charm decay and

other low momentum tracks which were not used in �tting the primary. For the

charm sample, the average number of (non-beam) tracks used to �t the primary is 6.5

and the average number of tracks reconstructed with both the silicon and the drift

chambers is 13. Therefore, we believe the interaction requirement to be essentially

100% e�cient for the charm decays of interest. Events which would not pass the

interaction trigger requirement would also fail to be reconstructed. Therefore, these

events will be accounted for by the reconstruction e�ciency, described in Section 5.3.

The second part of the trigger e�ciency comes from the ET requirement. Since

9% of the data was taken with only an interaction requirement, it is possible to de-

termine the ET e�ciency directly. Using the interaction runs we �nd the amount

of signal with and without the ET bit set. This e�ciency is the \ET E�ciency" in

Table 5.1, and it is also very close to 100% for reconstructible charm.

The three vetoes compose the last part of the trigger e�ciency. Events triggered

with the vetoes not imposed are referred to as \dirty," while events where the veto

bits are required to be o� are \clean." The veto e�ciency can be calculated in two

ways. The �rst is to use an approach similar to that for the ET e�ciency. There

were some dirty interaction runs taken where the vetoes were not used. In addition,

the normal ET trigger also included prescaled interaction events. For half of the data

taking, these prescaled interaction events also did not use the cleaning vetoes. Using

these samples of events in which the beam cleaning vetoes were not required but were

simply recorded using bits in a latch, we can calculate the number of charm decays

with and without the latch bits set to determine the ine�ciency caused by the cleaning

vetoes. This method yields an ine�ciency of 25:3� 1:2%. That is, 25:3� 1:2% of the
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charm events have one or more of the veto bits set and would not have been recorded

had the vetoes been required. The second method of measuring the veto e�ciency

uses the scaler information. For each live pretrigger a PLU calculates whether or

not it was a clean live pretrigger and both of these quantities are scaled. The ratio

of dirty live pretriggers to live pretriggers is 34.0%. The discrepancy between the

number from charm and the number from the scalers seems to come from two sources.

The number from charm (25.3%) can be low because events with vetoes are usually

more di�cult to reconstruct (they have multiple beam particles and higher track

multiplicities). Therefore, we miss more of the charm events with vetoes than the

charm events without vetoes. However, the value obtained from the scalers can be

high because it is easier for a veto event to fake the pretrigger than a non-veto event.

That is, multiple beam particles or upstream interactions (which are detected by the

vetoes) can simulate a target interaction and cause a pretrigger without there being a

real target interaction. Since we don't know the relative importance of these, or other,

e�ects, we take the average of the two numbers and assign a systematic error of half

the di�erence which we add in quadrature with the statistical errors. The resulting

e�ciency is one minus the measured ine�ciency and is reported as \Veto E�ciency"

in Table 5.1.

There is another ine�ciency which, although not due to the trigger, will be

included here as part of the trigger e�ciency. The ine�ciency is the loss of data

between the full trigger decision and the events reaching the �lter. There are two

places where data can be lost. The data can fail to be written on tape or the data

can fail to be read from the tape. The �rst e�ect can be measured by counting the

number of events which were written onto tape divided by the number of full triggers

recorded by the scalers. Runs where this ratio is greater than 100% were due to bad
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scaler �les and have already been discarded. Runs where this ratio is less than 100%

are due to problems with the event readout. This occurs because the event builder

makes checks on the data and if any of them fail, the event is discarded. Two runs

where this was a large (greater than 5%) problem were discarded. The remaining runs

give a total loss of 0.8%, or 99.2% e�ciency, with virtually zero error. The second loss,

failure to read data from tapes, comes mainly from problems with the tape media.

During the event reconstruction, tapes and tape drives would fail during the event

reading. If the tape was past a certain point when the failure occurred, the tape was

not rerun. Also, in some cases the tape could not be rerun because the error was

too severe. The experiment database kept track of the number of events into the

�lter. Therefore, the tape reading e�ciency should be the number of events into the

�lter divided by the number of events written to tape which is 98.4%. However, a

closer look at the database reveals many small discrepancies. After �xing many of

these discrepancies, the numbers remained virtually the same; however, we take a

conservative approach and assign an error of 1.0%. Combining these two e�ciencies

gives us the \Tape E�ciency" shown in Table 5.1. The tape reading e�ciency after

the event reconstruction is assumed to be 100%.

Decay mode ET E�ciency Veto E�ciency Tape E�ciency Trigger E�ciency

K� 99:3� 0:2% 70:3� 4:3% 97:6� 1:0% 68:1� 4:2%

K��� 99:9� 0:1% 70:3� 4:3% 97:6� 1:0% 68:5� 4:2%

Table 5.1: Trigger e�ciency

The total \Trigger E�ciency" in Table 5.1 is the product of the ET e�ciency,

veto e�ciency and tape e�ciency. Since the error is much larger than the di�erence

between the K� and K��� e�ciencies, we use the average as the �nal triggering

e�ciency and increase the error to include the range of both values. That is, �trig(D
0!
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K�) = �trig(D
0!K���) = 68:3� 4:4%.

5.3 Reconstruction E�ciency

The last term in Eq. 5.1 is the reconstruction e�ciency. The reconstruction

e�ciency is used to correct for D
0!X events which were written on tape and were

within the kinematic regions we are investigating, but were not counted as signal. This

loss of events can be an e�ect of the selection criteria, ine�cient detectors, geometric

acceptance of the spectrometer, etc. This is all modeled by the Monte Carlo program.

5.3.1 First Order Reconstruction E�ciency Calculation

To measure the reconstruction e�ciency we use the Monte Carlo program de-

scribed in Section 2.6. We run the Monte Carlo program with the requirement that

there is a D
0
in the event and that it decays to K� (K���). In the generation stage

we can count the number of D
0!X candidates and compare this to the number of

D
0!X candidates reconstructed. The reconstruction e�ciency is thus

�rec(D
0!X) =

Nrec(D
0!X)

Ngen(D
0!X)

: (5.2)

When measuring the di�erential cross section (versus xF or p2T ), we will bin the recon-

struction e�ciency in xF and p2T , i.e.,

�rec(D
0!X; xF ) =

Nrec(D
0!X; xF )

Ngen(D
0!X;xF )

and (5.3)

�rec(D
0!X; p2T ) =

Nrec(D
0!X; p2T )

Ngen(D
0!X; p2T )

: (5.4)

When measuring p2T or xF distributions and the total cross section, we must restrict

ourselves to a range for which we have non-zero acceptance. In the case of the total

cross section, previous �xed-target experiments have quoted a value for xF > 0 which
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will be followed here. For the p2T distributions we also choose the range xF > 0; for

the xF distribution we allow �0:125 < xF < 0:8.

When calculating the reconstruction e�ciency as a function of one variable (e.g.

xF or p2T ) we are e�ectively integrating over all other variables. Therefore, in order for

the Monte Carlo calculation to give the correct result, all other variables must either

be the same in Monte Carlo and data or must not a�ect our reconstruction e�ciency.

While \all other variables" comprises a nearly in�nite set, we can use our knowledge of

how charm is reconstructed to determine which variables are important in determining

the reconstruction e�ciency. The variables which we are analyzing, xF and p2T , are

two variables with respect to which the longitudinal and transverse reconstruction

e�ciency of the D
0
varies. The reconstruction e�ciency versus these two variables

can be found in Fig. 2.2. Low xF D
0
candidates are composed of low momentum tracks

which can miss the spectrometer or su�er too much multiple Coulomb scattering to

be reconstructed. High xF D
0
candidates are composed of high momentum tracks

which can be lost down the drift chamber hole. Also, the mass resolution at high

xF , especially for the K� events, is poor due to the small opening angle between the

tracks. Low p2T D
0
events can be di�cult to reconstruct because the tracks can be lost

down the drift chamber hole or confused with the many other low pT tracks common

in the underlying event (beam and target fragmentation products). The z location

of the decay vertex is also important because the further upstream the decay is, the

more likely it is that some of the tracks will be outside of the acceptance of the silicon

system. This z location depends solely on the lifetime of the D
0
, the xF of the D

0
and

the position of the primary vertex. The primary vertex z position is easily modeled

in the Monte Carlo because the target positions and materials are well known. Since

the xF distribution is already being examined, the remaining part of the z location
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dependence comes from the D
0
lifetime. The Monte Carlo uses a large library of

reconstructed data beam tracks to correctly distribute the transverse position of the

primary vertex and relate the production z axis to the experiment z axis. Other

variables which might a�ect reconstruction e�ciency are variables which speci�cally

relate to the underlying event. These include the number of tracks in the primary, the

total number of tracks in the event, the average momentum or transverse momentum

of these tracks, etc. Given the plethora of variables described here, it is not surprising

that the Monte Carlo fails to reproduce all of them correctly. Fortunately all is not

lost as event weighting comes to the rescue.

5.3.2 Weighting the Monte Carlo

In cases where the Monte Carlo does not generate the correct distribution, we

can weight the generated events in such a way as to obtain the correct distribution.

The simplest way to do this is by accepting events at di�erent rates during the gen-

eration phase of the Monte Carlo. It is also possible to weight already generated and

reconstructed Monte Carlo events. This is done by weighting the truth table values

of the generated events and reconstructed events the same way. This type of post

hoc weighting is used for this analysis. The only drawback to this approach is lack of

statistics. If some region of the Monte Carlo is depleted by a large factor relative to

the data then large weights will be applied to these Monte Carlo data and the statis-

tical error will be increased by the same weight. For this reason, among others, it is

desirable to have a Monte Carlo which closely resembles the data before weighting.

To obtain the weighting function for a particular variable, e.g. p2T , we simply

divide the reconstructed data distribution by the reconstructed Monte Carlo distribu-

tion. A parameterization of the resulting distribution gives us the weighting function.
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The nth weighting function is obtained in the same way using a Monte Carlo function

that has already been weighted by all the previous weighting functions; i.e., weights

from more than one weighting function are combined multiplicatively. The variables

used in the weighting areD
0
lifetime,D

0
p2T , D

0
xF and event pt715. pt715 is de�ned

here as the scalar sum of the pT of each of the category 7 & 15 tracks (tracks which

go through both magnets) which are not decay products of the D candidate. This

provides a measure of the underlying event.

The largest discrepancy between the E791 default Monte Carlo and data is in the

p2T distribution. The data has a much harder p2T distribution than the Monte Carlo.

This was partially remedied by adjusting some parameters in the Pythia/Jetset

program (cf Sec. 6.2.3.1) and generating more Monte Carlo events. The default E791

Monte Carlo will be labeled mc1 while the modi�ed, higher pT , Monte Carlo will be

labeled mc2. 7.5 million D
0!K� and 10 million D

0!K��� decays were generated

with mc1 while 5 million D
0!K� and 10 million D

0!K��� decays were generated

with mc2.

The e�ect of weighting is seen in the ratios of data to Monte Carlo versus xF and

p2T shown in Fig. 5.1. It is clear that mc2 is in better agreement with the data than

mc1 for both the xF and p2T distributions because the hollow diamonds show a atter

distribution on the right (mc2) side of the plot than than on the left (mc1) side. In all

cases, however, the weighting procedure generates good agreement between the Monte

Carlo and data as shown by the atness of the �lled stars.

The e�ect of weighting on the acceptance can be seen in Fig. 5.2. This shows

the ratio of acceptance after weighting to acceptance before weighting versus xF and

p2T for both K� and K��� decays. The ratios are shown separately for mc1 and mc2.

The p2T acceptance shows little functional dependence on the weighting although the
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Fig. 5.1.| Ratio of K� data to Monte Carlo with and without Monte Carlo weighting

as a function of xF (top) and p2T (bottom) for the default E791 Monte Carlo, mc1 (left),

and a higher pT Monte Carlo, mc2 (right).



93

overall acceptance changes signi�cantly. The xF acceptance is modi�ed signi�cantly

by the weighting, especially at low and high xF . This is caused almost entirely by

the p2T weighting. The Pythia/Jetset physics generator correlates high p2T and low

(negative) xF events. Therefore, weighting the high pT events (for which we have good

acceptance) results in an increase in the acceptance at negative xF . This is much

less prominent for mc2 where the p2T weighting is less severe (because the original

distribution was closer to the data). High pT events are also correlated with high xF

events. This is not due to the physics generator, but rather the e�ect of the drift

chamber hole, described in Section 2.3.3.2. We are much more likely to reconstruct

high pT high xF events than low pT high xF events so weighting the high pT events

results in a better acceptance at high xF .

While this weighting procedure is probably su�cient for the analysis, there is

one further subtlety which might make the procedure not completely correct. If the

physics correlations between the weighted variables are di�erent between data and

Monte Carlo then the distributions might be correct on average but be wrong in

individual bins of some variable. For example, from Fig. 5.1 we see that when we

integrate over xF we get good agreement between the data and the weighted Monte

Carlo for the p2T distribution. However, it might be that at high xF , the p
2
T distributions

will disagree. Then the acceptance for the high xF events will be incorrect. This can

be checked by comparing the Monte Carlo and data xF distributions in bins of p2T and

the p2T distributions in bins of xF as shown in Fig. 5.3. Although the average is at

in all cases, it is clear there are signi�cant variations for individual bins, especially

high xF and high p2T bins. Since the high xF and high p2T regions do not contribute

many events, it is to be expected that they are not attened by weighting to the

average. To �x this we apply more weighting functions in the regions of disagreement.
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account for the signi�cant correlations between the weighted and unweighted samples.
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The result is good agreement for all bins as shown in Fig. 5.4. Unfortunately, this

procedure introduces slight uctuations in the average case, primarily at xF<0. This

is due to the di�erent bin sizes used in the two methods. Averaging over all xF (p2T ),

as was done for the �rst iteration, allows smaller bins in p2T (xF ) which gives better

resolution of structure in the distribution. When the data is separated in bins of

xF (p2T ), the bins of the p
2
T (xF ) distribution must be larger to retain the necessary

statistical signi�cance. Since both of the weighting schemes must average over some

quantities, they are both simply approximations to the unknown truth. Both results

give essentially the same acceptances; we will use the second result, hereafter called

correlations weighting, because it incorporates more information.

5.3.3 Factoring in Time Dependence

At the start of the Monte Carlo program, various �les are read which provide

information about the experiment. These �les include geometry information, e�cien-

cies, resolutions, noise rates, etc. Some of the �les, like the geometry information

and drift chamber resolutions are simply copies of �les used during the original event

reconstruction. Other �les like the e�ciencies and noise rates were created for the

Monte Carlo. The �les were copied or generated from runs recorded between 25% and

30% of the way through the data taking. While the experiment geometry remained

very stable throughout the �ve-target running, the e�ciencies and resolutions varied

signi�cantly. The most signi�cant variation, described in Section 2.3.3.2, is the drift

chamber central region ine�ciency. One might expect the hole to be approximately

Gaussian with dimensions roughly corresponding to the incident �� beam. In reality,

the x dimension of the hole looks more like a central Gaussian region on top of a band

while the y dimension of the hole is approximately Gaussian. Part of the band e�ect in



96

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 0.2 0.4 0.6
xFxFxFxFxFxFxF

Data/MC1
0.0 < p2

T < 0.5
0.5 < p2

T < 1.0
1.0 < p2

T < 2.0
2.0 < p2

T < 4.0
4.0 < p2

T < 8.0
8.0 < p2

T < 12.0

0 0.2 0.4 0.6
xFxFxFxFxFxFxF

Data/MC2
0.0 < p2

T < 0.5
0.5 < p2

T < 1.0
1.0 < p2

T < 2.0
2.0 < p2

T < 4.0
4.0 < p2

T < 8.0
8.0 < p2

T < 12.0

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 2.5 5 7.5 10
p2

Tp2
Tp2
Tp2
Tp2
Tp2
T (GeV/c)2       p2
T

Data/MC1
-0.1 < xF < 0.0
0.0 < xF < 0.1
0.1 < xF < 0.2
0.2 < xF < 0.3
0.3 < xF < 0.4
0.4 < xF < 0.6

0 2.5 5 7.5 10
p2

Tp2
Tp2
Tp2
Tp2
Tp2
T (GeV/c)2       p2
T

Data/MC2
-0.1 < xF < 0.0
0.0 < xF < 0.1
0.1 < xF < 0.2
0.2 < xF < 0.3
0.3 < xF < 0.4
0.4 < xF < 0.6

Fig. 5.3.| Ratio of K� data to weighted Monte Carlo as a function of xF in bins of

p2T (top) and as a function of p2T in bins of xF (bottom) for mc1 (left) and mc2 (right).



97

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 0.2 0.4 0.6
xFxFxFxFxFxFxF

Data/MC1
0.0 < p2

T < 0.5
0.5 < p2

T < 1.0
1.0 < p2

T < 2.0
2.0 < p2

T < 4.0
4.0 < p2

T < 8.0
8.0 < p2

T < 12.0

0 0.2 0.4 0.6
xFxFxFxFxFxFxF

Data/MC2
0.0 < p2

T < 0.5
0.5 < p2

T < 1.0
1.0 < p2

T < 2.0
2.0 < p2

T < 4.0
4.0 < p2

T < 8.0
8.0 < p2

T < 12.0

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 2.5 5 7.5 10
p2

Tp2
Tp2
Tp2
Tp2
Tp2
T (GeV/c)2       p2
T

Data/MC1
-0.1 < xF < 0.0
0.0 < xF < 0.1
0.1 < xF < 0.2
0.2 < xF < 0.3
0.3 < xF < 0.4
0.4 < xF < 0.6

0 2.5 5 7.5 10
p2

Tp2
Tp2
Tp2
Tp2
Tp2
T (GeV/c)2       p2
T

Data/MC2
-0.1 < xF < 0.0
0.0 < xF < 0.1
0.1 < xF < 0.2
0.2 < xF < 0.3
0.3 < xF < 0.4
0.4 < xF < 0.6

Fig. 5.4.| Ratio of K� data to weighted Monte Carlo as a function of xF in bins of

p2T (top) and as a function of p2T in bins of xF (bottom) for mc1 (left) and mc2 (right).



98

the x dimension comes from previous photoproduction experiments (E516 and E691).

In these experiments, electron-positron pairs produced from the incident photon were

spread more or less uniformly in x by the magnets. To model the ine�ciency observed

in E791, the central region of each drift chamber plane is divided into 10{20 slices in x,

each slice encompassing approximately 3 mrad. Each slice has an associated Gaussian

function describing the ine�ciency for that slice which is used by the Monte Carlo

during the event digitization to determine if the hit should be recorded.

To account for the time dependence, the Monte Carlo program was run for �ve

di�erent run periods, each representing approximately 20% of the data. For each of

the �ve run periods, a di�erent drift chamber hole parameterization �le, based on

data from a run in the middle of that run period, was used. The appropriate drift

chamber resolution �les were also used in both the generation and reconstruction

phases. The drift chamber e�ciencies outside of the hole region and the silicon and

PWC e�ciencies were fairly constant throughout the data taking. Near the end of the

�rst run period, however, many changes were made to the spectrometer. The most

important change was an increase in e�ciency of the ninth vertex silicon plane from

57% to 90%. Other minor changes included �xing two drift chamber planes in D1

and three beam PWC planes. Therefore, di�erent silicon, PWC and drift chamber

e�ciency �les were used for the �rst run period. The reconstruction e�ciency versus

xF and p2T for the di�erent run periods is shown for K� and K��� in Fig. 5.5. At

low xF , the reconstruction e�ciencies are approximately equal although the e�ciency

for the �rst period is slightly lower due to the ine�cient silicon plane. At high xF ,

the reconstruction e�ciency is very dependent on the run period as expected from

the drift chamber hole. The p2T reconstruction e�ciency is the same shape for all run

periods with di�erent normalizations due to the xF integration.
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5.3.4 Applying the Reconstruction E�ciency

The reconstruction e�ciency is calculated separately for all �ve run periods and

two releases. These 10 e�ciencies are calculated using the full weighting function

described in Section 5.3.2. The data yields are calculated separately for the Release

5 and Release 7 data but integrated over the �ve run periods as shown in Figures

4.6{ 4.13. To calculate the correct acceptances for each of the Release 5 and Release

7 data samples, we �rst determine what percentage of the data is in each run period

(separately for the Release 5 and Release 7 data). These percentages are then used to

weight the calculated e�ciencies to obtain an overall e�ciency (for each Release). The

data fractions (weights) are given in Table 5.2. Thus, if the reconstruction e�ciency

for run period i is �i, then, using the numbers from Table 5.2, the reconstruction

e�ciency for Release 5 is 0:0609�1 + 0:2230�2 + 0:2647�3 + 0:2013�4 + 0:2501�5.

Run Period Run Numbers Release 5 Release 7

1 678-959 6.09% 45.22%

2 960-1123 22.30% 11.40%

3 1124-1288 26.47% 4.77%

4 1289-1482 20.13% 27.13%

5 1483-1606 25.01% 11.48%

Table 5.2: Percentage of data for each of the �ve run periods divided by release.

These numbers are for the Sample B data which is used to obtain the cross sections.

Sample B is composed of good, �ve-target, ET triggered, �ltered data with good scaler

information.
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Chapter 6

Results and Systematic Errors

The results are obtained by correcting the data from Section 4.3 with the acceptance

found in Chapter 5. This is described in detail in Section 6.1. The systematic errors

associated with the cross section calculation are found in Section 6.2. The �nal results,

and comparisons to theory, are described in Section 6.3.

6.1 Cross Section De�nition and Calculation

In classical mechanics, the di�erential scattering cross section, �(
), is de�ned

by[32]

�(
) d
 =
number of particles scattered into solid angle d
 per unit time

incident intensity
: (6.1)

The total scattering cross section is obtained by integrating over all solid angles. The

concept of cross section can be extended from scattering to any kind of interaction

such as charm production. Scattering or particle production from a combination of

identical targets should scale as some power of the number of targets. For atomic

nuclei, the number of targets is simply the atomic mass, A, so the total cross section
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should be

�A = �0A
� (6.2)

where �0 is a constant. A spherical nucleus implies that processes which scatter o�

nuclei should have � = 2=3 because the cross sectional area increases as r2 while the

volume increases as r3. In fact, for the total inelastic nucleon-nucleus cross section,

� ' 0:71[14]. Since the distance scale and momentum transfer scale are inversely

related and the total inelastic cross section comes mostly from low momentum transfer

processes, it only probes the nucleus as a whole. Charm production, on the other hand,

involves much higher momentum transfer and therefore the distance resolution is much

smaller. At the momentum transfers typical of charm production, the distance scales

are small enough to resolve individual nucleons and, ultimately, partons. Therefore,

the \nuclear shadowing" which makes � less than one is greatly reduced and the cross

section simply increases linearly as the number of targets (A) increases. The E769

collaboration has veri�ed that � = 1 for charm production[13] and this is assumed

throughout the rest of this thesis. To normalize the cross section we use the per-

nucleon cross section, �, de�ned as

� =
�A
A

= �0A
��1 =

�!1
�0 (6.3)

The D
0
total production cross section from ��{nucleon interactions can be writ-

ten as

�(��N ! D
0
X) =

Nprod(D
0
)

TN N��
(6.4)

where

Nprod(D
0
) = number of D

0
particles produced,

TN = nucleons/area in the target, and
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N�� = number of incident �� particles while the experiment is live.

We obtain Nprod(D
0
) from two sources, D

0!K� and D
0!K���, as follows

Nprod(D
0
) =

Nrec(D
0!Kn�)

B(D0!Kn�) �trig �rec(D
0!Kn�)

(6.5)

where

Nrec(D
0!Kn�) = number of reconstructed D

0!Kn� decays from Section 4.3,

B(D
0!Kn�) = branching ratio for the D

0!Kn� decay from the PDG [31]

(B(D
0!K�) = (3:85� 0:09)% and B(D

0!K���) = (7:6� 0:4)%),

�trig = trigger e�ciency from Section 5.2 = 68:3� 4:4%, and

�rec(D
0!Kn�) = D

0!Kn� reconstruction e�ciency described in Section 5.3

and is approximately 10.5% (3%) for K� (K���) decays of D
0
particles

produced at xF>0.

The number of incident �� particles during the experiment livetime, N�� , is obtained

directly from the scalers as described in Section 2.5 and 5.1. For reference, N�� =

1:00� 1012, and the experiment livetime, although not used, was 50% with a run-by-

run root-mean-square (RMS) variation of 5%. The number of nucleons/area in the

target, TN , can be calculated by

TN =
X
i

�i tiNA =
X
i

mi 4

� d2i ti
tiNA =

4NA

�

X
i

mi

d2i
: (6.6)

Using the target information from Table 2.1 and the known value of Avogadro's num-

ber, NA, we �nd TN = 1:224 � 0:004 � 10�6 nucleons/�b (�b = microbarn � 10�30

cm2). Substituting Equation 6.5 into Equation 6.4 we obtain the total single inclusive

cross section formula below.

�(��N ! D
0
X) =

Nrec(D
0!Kn�)

N�� TN B(D0!Kn�) �trig �rec(D
0!Kn�)

(6.7)
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The calculation of the xF (p2T ) di�erential cross sections are identical to Equation 6.7

except that �(��N!D
0
X), Nrec(D

0!Kn�) and �rec(D
0!Kn�) become functions

of xF (p2T ). This gives the di�erential forms,

d�(��N ! D
0
X ; xF )

dxF
=

Nrec(D
0!Kn� ; xF )

N�� TN B(D0!Kn�) �trig �rec(D
0!Kn� ; xF )

(6.8)

and

d�(��N ! D
0
X ; p2T )

dp2T
=

Nrec(D
0!Kn� ; p2T )

N�� TN B(D0!Kn�) �trig �rec(D
0!Kn� ; p2T )

(6.9)

6.2 Systematic Errors

Systematic errors must be determined for every entry Eqs. 6.7, 6.8, and 6.9. Since

the quantities N�� , TN , B(D
0 !Kn�), and �trig are independent of xF and p2T for

E791, errors in these quantities cannot a�ect the shape of the di�erential distributions,

only the overall normalization. The quantities Nrec(D
0!Kn�) and �rec depend on

xF and p2T and can therefore a�ect the shape of the di�erential distributions as well

as the overall normalization. The causes and evaluation of the important systematic

errors are described below.

6.2.1 Systematic Errors A�ecting Only the Normalization

As mentioned above, the variables N�� , TN , B(D
0!Kn�), and �trig only a�ect

the overall normalization. The errors on TN , B(D
0!Kn�), and �trig are all given in

Section 6.1. Combining the two errors which are independent of mode (TN and �trig)

we obtain a relative error ofs�
0:004

1:224

�2

+

�
4:4

68:3

�2

= 6:45% (6.10)

The determination of N��, the total number pions able to trigger the experiment dur-

ing the experiment livetime, is described in Section 5.1. Since all the scaler quantities
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used in this analysis count only during the experiment livetime, no deadtime correc-

tion is necessary. In addition, since the trigger counter used to count the pions is

also a requirement in the trigger, any e�ciency errors will cancel out. Also, problems

counting multiple beam particles in one RF bucket are eliminated by vetoing those

events (which moves the systematic errors to �trig). Therefore, the only error on N��

is the statistical error which is negligible.

6.2.2 Systematic Errors for Nrec(D
0!Kn�)

The method used to measure the amount of signal in each bin of xF and p2T is

described in detail in Chapter 4. The determination of signal size comes from a �t to

a normalized or invariant mass plot with a �xed-width, �xed-mean Gaussian function

used to represent the signal. The �xed values of the mass and width are obtained

as a function of xF and p2T by drawing a smooth curve through the measured masses

and widths. The measured masses and widths are obtained from a slightly (�10%)
larger data sample. This, combined with the smoothing procedure, helps to eliminate

statistical uctuations. To estimate the systematic error from the �tting procedure

we re�t after changing the width by � �1 �.

6.2.3 Systematic Errors for �rec

The systematic errors associated with �rec come from a lack of agreement be-

tween the Monte Carlo simulation and the real data. These errors can come from

inaccuracies in the charm particle production (Sections 6.2.3.1 and 6.2.3.2) and an

incorrect simulation of the detector response (Section 6.2.3.3).
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6.2.3.1 Monte Carlo Production

As mentioned in Section 5.3.2, two di�erent sets of Monte Carlo events were

generated for each of the decay modes labeled mc1 and mc2. After generating the mc1

events we found that the Monte Carlo gave a particularly poor p2T distribution relative

to the data. The Monte Carlo p2T was much softer than the data. Although the Monte

Carlo weighting technique (Section 5.3.2) allows us to correct for the discrepancy, the

high p2T statistics were poor. Therefore we attempted to generate another set of Monte

Carlo events with higher p2T . This proceeded in several iterations as it was learned that

other variables were a�ecting the D
0
acceptance. We found that even after weighting

both sets of Monte Carlo events by D
0
xF , D

0
p2T , and pt715, we still had a large

(�10%) discrepancy in acceptance between them. An e�ort was made to look for the

cause of this di�erence. A large number of variables were compared between data and

Monte Carlo generated with di�erent input values for the physics parameters. The

problem appeared to be related to the pT distribution of the non-D tracks in a way

that was not accounted for by the pt715 weighting. Our \solution" to this problem

was to generate Monte Carlo with measured variables approximately as wrong as the

original Monte Carlo (compared to the data) but in the opposite direction. The result

is mc2. The adjusted Pythia/Jetset parameters are shown in Table 6.1 and the

average values for the various physics variables are shown in Table 6.2. The acceptance

we take to be the average of the acceptances from mc1 and mc2 with a systematic

error equal to half the di�erence.

6.2.3.2 Monte Carlo Weighting

The procedure used to weight the Monte Carlo events was described in Sec-

tion 5.3.2. As mentioned in Section 5.3.2, there were two results for the weighting
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Pythia/Jetset Parameter mc1 mc2

parp(91) � primordial parton
p
<k2t > (GeV/c) 0.44 1.00

parp(93) � limit of primordial parton kt (GeV/c) 2.0 4.0

parj(21) � �px;py of quarks popped during fragmentation (GeV/c) 0.36 0.60

parp(82) � pT lower limit on multiple interactions (GeV/c) 1.55 1.35

parj(42) � b parameter of Lund fragmentation function (Eq. 1.7) 0.36 0.30

Table 6.1: Comparison of Pythia/Jetset parameters for mc1 and mc2. Increasing

the �rst three parameters increases pT (and decreases multiplicity); decreasing the last

two parameters increases multiplicity.

Physics Variable Data mc1 mc2

Number of category 0 tracks 5.75 6.17 6.13

Number of category 1 tracks 1.70 1.49 1.41

Number of category 3 tracks 3.21 3.14 3.08

Number of category 7 tracks 2.92 2.24 2.24

Number of category 15 tracks 6.53 6.26 6.62

Primary multiplicity 7.24 6.83 7.10

<pt715> (GeV/c) .426 .399 .483

<p> of primary tracks (GeV/c) 19.3 17.8 20.5

�zpri (�m) 223 252 219

�zpri (zpri > �7:4) (�m) 204 214 186

�zsec (�m) 292 314 312

�zsec (zpri > �7:4) (�m) 269 277 276

��Z (�m) 381 420 396

��Z zpri > �7:4 (�m) 350 366 347

Average D0 xF .103 .116 .113

Average D0 p2T (GeV2/c2) 1.53 0.95 1.31

Table 6.2: Comparison of background-subtracted data to mc1 and mc2 for various

variables. The track categories are de�ned on p. 46. �x is the calculated error on x.

The cut zpri > �7:4 eliminates primaries in the platinum target.
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procedure. Since each result is only an approximation to the true result, we use the

di�erence as one measure of the systematic error associated with the weighting. We

also vary the lifetime weighting by � = 0:413� 0:003 ps. This lifetime and error is ob-

tained by combining the E687 result (0:413�0:004�0:003 ps)[33] with the preliminary
E791 measurement (0:413� 0:003� 0:003 ps)[34].

6.2.3.3 Tracking and Vertexing E�ciency

One measure of our understanding of the e�ciency of the tracking and vertexing

systems and algorithms is given by the ratio of the K��� branching ratio to the K�

branching ratio. The reconstruction e�ciency, �rec should depend on �
n
track where �track

is the tracking e�ciency and n is the number of decay tracks. Therefore, the amount by

which we miss the correct ratio of branching ratios gives us a handle on �2track which

gives us a normalization error. We can also examine the ratio of branching ratios

versus xF and p2T to determine the error on the shape. These are shown in Figures 6.1

and 6.2. The errors shown include both statistical and mode-independent systematic

errors, described in Section 6.3.1. It is clear that the data are consistent with a

at line whose value falls within the range given by the PDG [31] value (1.96�0.09).
However, the xF distribution is also consistent with a deviation from the PDG value

above xF of 0.25, probably due to our modeling of the drift chamber hole (described

in Sections 2.3.3.2 and 5.3.3). Fitting the range below and above 0.25 separately, we

obtain values of 2.02 and 1.70, respectively. Since the value below 0.25 is consistent

with at and the PDG value, we assign no systematic error for the shape, but we do

include a normalization systematic error equal to the PDG value error because this

is the best we can know the agreement on the normalization. For the region above

0.25 we assign an error of (2:02� 1:70)=(1
2
(2:02 + 1:70)) = �17.2% to account for the
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discrepancy between the low xF and high xF data. For the p2T distribution there is

a slight dependence on p2T below 0.4 (GeV/c)2. Half the full range of values below

0.4 (GeV/c)2 (1.86{2.32) is used to obtain an additional systematic error of �11% for

the low p2T region. Although this error may not come from tracking and vertexing, it

does represent an uncertainty in our knowledge of the p2T shape. Since no discernible

dependence on p2T is seen above 0.4 (GeV/c)2, we assign no additional error on the

shape. The normalization error on the p2T distribution will include an error due to the

discrepancy between the �tted value (2.08) and the PDG value (1.96). This error is

�(2:08� 1:96)=(1
2
(2:08 + 1:96)) = �5:9%.

xF

-0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.81.2

1.4
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2.8

xF

PDG = 1.96 ± 0.09
Fit(-0.125<xF<0.8) = 1.99±0.03 χ2/dof = 0.5
Fit(-0.125<xF<0.25) = 2.02±0.03 χ2/dof = 0.2
Fit(0.25<xF<0.8) = 1.7±0.12 χ2/dof = 0.2

Fig. 6.1.| K��� to K� measured branching ratio vs. xF . The inner error bars are

statistical only, the outer error bars are statistical and mode-independent systematic

errors combined in quadrature. The shaded region is the PDG [31] value for the

branching ratio. The solid line is a at line �t to the entire xF range. The dashed

line is two at line �ts, one for the range -0.125<xF<0.25 and the other for the range

0.25<xF<0.8.
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T < 0.4) = 2.08±0.08 χ2/dof = 1.5
Fit (0.4 < p2

T < 18)  = 2.08±0.05 χ2/dof = 0.4

Fig. 6.2.| K��� to K� measured branching ratio vs. p2T . The inner error bars are

statistical only, the outer error bars are statistical and mode-independent systematic

errors combined in quadrature. The shaded region is the PDG [31] value for the

branching ratio. The solid line is a at line �t to the entire p2T range. The dashed

line is two at line �ts, one for the range 0.0<p2T<0.4 (GeV/c)
2 and the other for the

range 0.4<p2T<18.0 (GeV/c)
2.
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The systematic error due to the drift chamber hole is also estimated by using data

which are less a�ected by the DC hole. We do this by eliminating varying amounts

of the data recorded late in the run for di�erent regions of high xF . Recalculating

without these data gives another indication of the systematic error.

6.3 Results and Comparisons

The fully corrected p2T and xF di�erential cross sections are presented in Sec-

tion 6.3.1 with the calculated systematic errors. To facilitate comparisons, �ts to the

di�erential distributions are made using functional forms with few free parameters.

Then a comparison of the shape parameter(s) can easily be made without regard to

bin sizes or normalizations. The shape parameters are compared to predictions from

the next-to-leading order (NLO) QCD calculation by Mangano, Nason and Ridol�

(MNR) and Pythia/Jetset; both are described in Section 1.3. Comparisons are

also made to previous ��{nucleon charm production experiments. In addition, we

make direct comparisons between data, MNR NLO, and Pythia/Jetset histograms.

6.3.1 Combining the Errors

The errors from Section 6.2.1 which a�ect only the normalization are easy to

incorporate. These errors will be listed separately as normalization errors for the xF

and p2T distributions and added in quadrature with other systematic errors to obtain

the total cross section systematic error. The remaining systematic errors which can

a�ect both the shape and the normalization are more di�cult to incorporate. The

basic idea of determining the systematic error will be to take all combinations of the

xF and p2T distributions which are consistent with what we believe to be the truth

and select the extremes from these distributions. However, for the di�erential cross
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sections, we are primarily interested in the error on the shape; the normalization error

will be noted separately. We now describe the method we use to accomplish this.

First a fully corrected base distribution is chosen which we believe to be the

best representation to the true distribution. A distribution is de�ned by the data

(Nrec(D
0!Kn�)) and the acceptance (�rec) for each of the two decay modes. All of

the data are required to be from Sample B, that is, no four-target data, no interaction-

trigger data, no data with missing or inaccurate scalers and no events with a primary

vertex consistent with being in the platinum target. The base data are required

to pass the standard cuts listed in Tables 3.2, 3.3, and 3.4. The K� and K���

xF base data set is data from the �rst 100% (60%) for xF less than (greater than)

0.4. Fits are performed on the normalized (invariant) mass for xF less than (greater

than) 0.2 using a �xed mass and width Gaussian function to represent the signal.

The K� data are �t with quadratic, cubic, and exponential background functions

for xF in the range -0.125{0.2, 0.2{0.5, and 0.5{0.8. The K��� data background

functions are linear for -0.125<xF<-0.1 and quadratic for all other xF bins. The p2T

base data are from 100% of the Sample B data with an xF>0 requirement. The

�ts are made to the normalized mass with a �xed mass and width Gaussian signal

function and a quadratic (linear) background function for p2T less than (greater than)

12 (GeV/c)2. The base acceptance is the average of the acceptances from mc1 and

mc2, both fully weighted (including the correlations weighting and run weighting).

The Monte Carlo data are �t with a �xed mass and width Gaussian signal and a

linear (quadratic) background for the K� (K���) data. The normalized mass and

invariant mass are used in the same kinematic regions as for the real data. The base

distributions are obtained by dividing the base data by the base acceptance. Other

distributions are generated by varying the data and/or the acceptance. These non-
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base distributions will be called systematic distributions. Variations of the data are

obtained by using di�erent background functions (linear for K� and Gaussian for

K���) and using a �xed mass and width but varying the width �1�. There is no

correlation between the K� and K��� modes due to these variations. Therefore,

we apply these systematic errors to the individual K� and K��� distributions and

call them uncorrelated systematic errors. Another uncorrelated error also comes from

the choice of �tting function, in this case, the background function for the Monte

Carlo data. The K� (K���) background function is varied from a linear (quadratic)

function to a quadratic (Gaussian) function. Also included in the uncorrelated errors is

a di�erent set of cuts, which increases sdz by 4�z. The maximum and minimum values

for each bin of xF and p2T from all of the systematic distributions are recorded. These

are the upper and lower limits of the uncorrelated systematic errors. In Figures 6.3{6.6

the corrected xF and p2T distributions are shown for K� and K���. The inner error

bars are the statistical errors and the outer error bars are the quadratic sum of the

statistical errors and the uncorrelated systematic errors. The variations used to obtain

the systematic distributions includes all combinations of variations, not only individual

variations from the base distribution. For example, a systematic distribution with the

widths increased by 1� and a di�erent background function is included as well as

systematic distributions with only the widths increased by 1� and only a di�erent

background function.

At this point, the remaining systematic errors a�ect both the K� and K���

data sets. Therefore, we combine the K� and K��� data and look at the e�ect on

the combined (D
0
) sample. To combine the data samples we would like to weight the

samples bin-by-bin by the inverse of their errors. As can be seen from Figures 6.3{6.6,

the errors have become asymmetric, complicating this process. The bin-by-bin weight
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Fig. 6.3.| K� fully corrected xF di�erential cross section. The inner error bars

show the statistical errors only. The outer error bars show the quadratic sum of the

statistical errors and the K�-only systematic errors.
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Fig. 6.4.| K��� fully corrected xF di�erential cross section. The inner error bars

show the statistical errors only. The outer error bars show the quadratic sum of the

statistical errors and the K���-only systematic errors.
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Fig. 6.5.| K� fully corrected p2T di�erential cross section. The inner error bars

show the statistical errors only. The outer error bars show the quadratic sum of the

statistical errors and the K�-only systematic errors.
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Fig. 6.6.| K��� fully corrected p2T di�erential cross section. The inner error bars

show the statistical errors only. The outer error bars show the quadratic sum of the

statistical errors and the K���-only systematic errors.
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used to combine the samples is the inverse of the average of the positive and negative

errors for each bin. The positive (negative) error of the combined data is the quadratic

sum of the positive (negative) errors of the individual samples, weighted the same way

as the central value. That is, for each bin in xF and p2T ,

N
D
0 =

NK�WK� + NK���WK���

WK� + WK���

(6.11)

�+N
D
0
=

q�
�+NK�

WK�

�2
+
�
�+NK���

WK���

�2
WK� + WK���

(6.12)

��N
D
0
=

q�
��NK�

WK�

�2
+
�
��NK���

WK���

�2
WK� + WK���

(6.13)

where

WKn� = 1 =

"
�+NKn�

+ ��NKn�

2

#2
(6.14)

and ��N is the � error on the signal, N . For each of the remaining systematic er-

rors, we determine the K� and K��� distributions and use the above prescription to

obtain the D
0
distribution. The same procedure used to obtain the K� and K���

systematic errors is used to obtain the D
0
systematic errors. Various factors involved

in the reconstruction e�ciency are changed and the maximum and minimum points

of the resulting systematic distributions are found for each bin of xF and p2T . In this

case, however, the systematic distributions are normalized to the base distribution

before �nding the maximum and minimum values. This is because the systematic

errors considered here can only a�ect the entire data sample, not just an individual

bin of xF or p2T . The varied factors are the run weighting, the kinematic weighting and

the type of Monte Carlo used (mc1 or mc2). Again, all combinations of these varia-

tions are also included. The maximum and minimum points give the D
0
systematic
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errors which are added in quadrature with the errors obtained from equations 6.12

and 6.13. The results are shown in Figures 6.7 and 6.8 where the inside error bars

are the errors obtained from equations 6.12 and 6.13 and the outside error bars are

these errors added in quadrature to the D
0
systematic errors. The normalization er-

ror on these measurements comes from two sources. The �rst comes from �nding the

maximum and minimum values used to normalize the systematic distributions to the

base distribution. In addition to all of the variations mentioned above, the branching

ratios to K� and K��� are varied within their errors. The complete range of normal-

ization values is �
+
7.5
6.4% for the xF distribution and �

+
11.9
5.8% for the p2T distribution. The

second source of normalization error is the �6.5% from Eq. 6.10. The last source of

normalization error, discussed Section 6.2.3.3, is due to tracking and vertexing which

is 4.6% for xF and 5.9% for p2T . Adding the normalization errors in quadrature gives

us an overall normalization error of �
+
10.9
10.2% for the xF distribution and �

+
14.8
10.5% for the

p2T distribution.

6.3.2 D
0
xF and p2T Di�erential Cross Sections

The fully corrected xF distributions from Figures 6.3, 6.4, and 6.7 are tabulated

in Table 6.3. The fully corrected p2T distributions from Figures 6.5, 6.6, and 6.8 are

tabulated in Table 6.4

As discussed in Section 1.3 we would like to compare the data to theoretical

predictions from Pythia/Jetset and Mangano, Nason and Ridol�'s next-to-leading-

order (MNR NLO) calculation. Unfortunately, as mentioned in the Introduction,

calculations in QCD are often quite di�cult and fraught with many uncertainties. It

is more accurate to think of these \theories" as models. Both of these models have

many free parameters which can be adjusted. Therefore, it is more likely that the data
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Fig. 6.7.| D
0
fully corrected xF di�erential cross section obtained from adding the

K� and K��� modes weighting by the total errors shown in Figures 6.3 and 6.4.

The inner error bars show the K� and K��� statistical and systematic errors only.

The outer error bars show the quadratic sum of the K� and K��� statistical and

systematic errors and the systematic errors which are common to the K� and the

K��� results. These errors do not include a normalization error of �
+
10.9
10.2%.
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Fig. 6.8.| D
0
fully corrected p2T di�erential cross section obtained from adding the

K� and K��� modes weighting by the total errors shown in Figures 6.5 and 6.6.

The inner error bars show the K� and K��� statistical and systematic errors only.

The outer error bars show the quadratic sum of the K� and K��� statistical and

systematic errors and the systematic errors which are common to the K� and the

K��� results. These errors do not include a normalization error of �
+
14.8
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Cross Section (�barns / nucleon)

xF Range K� K��� D
0

-0.125< xF < -0.100 28.6� 6.9�
+
7.9
5.1 30.1� 13.9�

+
1.7
4.1 29.0�

+
8.5
7.5

�
+
10.9
8.9

-0.100< xF < -0.075 45.1� 3.7�
+
4.3
3.7 46.7� 9.0�

+
4.5
3.5 45.4�

+
4.9
4.6

�
+
6.9
4.9

-0.075< xF < -0.050 51.0� 2.4�
+
1.7
2.9 50.7� 5.2�

+
4.8
3.7 50.9�

+
2.7
3.3

�
+
2.6
2.9

-0.050< xF < -0.025 59.8� 1.8�
+
1.3
2.5 56.9� 5.0�

+
1.9
2.6 59.2�

+
2.1
2.7

�
+
2.8
3.2

-0.025< xF < 0.000 60.0� 1.4�
+
1.0
1.4 62.8� 2.4�

+
4.3
1.4 60.5�

+
1.7
1.7

�
+
2.9
3.4

0.000< xF < 0.025 63.8� 1.3�
+
0.9
1.7 65.0� 1.9�

+
1.4
2.5 64.2�

+
1.3
1.8

�
+
3.0
3.0

0.025< xF < 0.050 61.6� 1.2�
+
0.9
1.3 63.7� 1.6�

+
1.0
1.4 62.4�

+
1.2
1.4

�
+
2.9
2.9

0.050< xF < 0.075 58.8� 1.1�
+
0.8
1.2 60.2� 1.5�

+
1.0
1.4 59.4�

+
1.1
1.3

�
+
2.9
2.8

0.075< xF < 0.100 52.2� 1.0�
+
0.8
1.5 51.2� 1.3�

+
1.0
1.7 51.8�

+
1.0
1.4

�
+
2.5
2.4

0.100< xF < 0.125 44.3� 1.0�
+
0.8
1.2 45.8� 1.3�

+
1.0
1.6 44.9�

+
1.0
1.2

�
+
2.2
2.1

0.125< xF < 0.150 39.3� 1.0�
+
0.8
1.8 40.5� 1.2�

+
1.0
1.7 39.8�

+
1.0
1.5

�
+
1.9
2.6

0.150< xF < 0.175 33.7� 0.9�
+
0.9
1.4 33.8� 1.2�

+
1.1
1.5 33.7�

+
1.0
1.3

�
+
1.6
1.7

0.175< xF < 0.200 29.3� 0.9�
+
0.9
1.5 30.8� 1.2�

+
1.0
1.8 29.9�

+
1.0
1.4

�
+
1.4
1.5

0.200< xF < 0.250 23.8� 0.6�
+
0.6
1.2 25.7� 0.8�

+
0.7
0.7 24.8�

+
0.7
0.9

�
+
1.4
1.2

0.250< xF < 0.300 18.6� 0.6�
+
1.0
0.9 16.0� 0.8�

+
0.8
0.9 17.4�

+
0.8
0.8

�
+
2.5
2.6

0.300< xF < 0.350 14.3� 0.6�
+
1.1
0.8 12.0� 0.8�

+
0.7
1.2 13.3�

+
0.9
0.9

�
+
2.2
1.9

0.350< xF < 0.400 11.6� 0.7�
+
0.9
0.9 10.5� 0.9�

+
0.9
0.8 11.1�

+
0.8
0.8

�
+
1.9
1.6

0.400< xF < 0.500 7.3� 0.5�
+
3.6
1.0 6.4� 0.8�

+
3.0
0.5 6.8�

+
2.3
0.7

�
+
1.3
1.2

0.500< xF < 0.600 5.0� 0.4�
+
2.4
0.9 3.3� 0.8�

+
1.6
0.7 4.0�

+
1.5
0.8

�
+
0.7
0.9

0.600< xF < 0.800 3.7� 0.4�
+
1.8
0.5 5.2� 1.4�

+
2.5
0.7 4.1�

+
1.6
0.6

�
+
1.3
0.7

Table 6.3: xF di�erential cross section for D
0
mesons. The K� and K��� errors are

statistical plus uncorrelated systematic errors. The D
0
errors are combined K� and

K��� errors plus the remaining, correlated systematic errors. Normalization errors

of �
+
10.9
10.2% are not included.
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Cross Section (�barns / (nucleon (GeV/c)2))

p2T Range K� K��� D
0

0.00< p2T < 0.10 14.29� 0.37�
+
0.32
0.89 13.49� 0.59�

+
0.59
0.75 13.97�

+
0.44
0.70

�
+
1.68
1.52

0.10< p2T < 0.20 12.00� 0.33�
+
0.43
0.53 12.51� 0.52�

+
0.62
0.43 12.20�

+
0.46
0.46

�
+
1.49
1.32

0.20< p2T < 0.30 10.75� 0.31�
+
0.44
0.49 12.16� 0.48�

+
0.48
0.66 11.25�

+
0.42
0.47

�
+
1.31
1.23

0.30< p2T < 0.40 8.89� 0.28�
+
0.29
0.39 10.43� 0.44�

+
0.43
0.35 9.44�

+
0.34
0.37

�
+
1.09
1.02

0.40< p2T < 0.50 8.61� 0.27�
+
0.25
0.54 9.26� 0.40�

+
0.40
0.38 8.89�

+
0.32
0.42

�
+
0.34
0.01

0.50< p2T < 0.75 7.20� 0.15�
+
0.26
0.32 7.54� 0.22�

+
0.22
0.18 7.39�

+
0.22
0.22

�
+
0.24
0.32

0.75< p2T < 1.00 5.57� 0.13�
+
0.16
0.33 6.00� 0.19�

+
0.19
0.18 5.80�

+
0.17
0.22

�
+
0.11
0.11

1.00< p2T < 1.50 3.81� 0.08�
+
0.11
0.18 3.98� 0.10�

+
0.12
0.17 3.89�

+
0.10
0.14

�
+
0.20
0.05

1.50< p2T < 2.00 2.44� 0.06�
+
0.07
0.12 2.55� 0.08�

+
0.07
0.08 2.50�

+
0.07
0.09

�
+
0.05
0.06

2.00< p2T < 2.50 1.66� 0.05�
+
0.08
0.07 1.88� 0.06�

+
0.06
0.04 1.78�

+
0.06
0.06

�
+
0.01
0.05

2.50< p2T < 3.00 1.11� 0.04�
+
0.03
0.08 1.28� 0.05�

+
0.05
0.03 1.20�

+
0.04
0.05

�
+
0.01
0.05

3.00< p2T < 4.00 .716� .021�
+
.019
.042 .739� .026�

+
.034
.019 .728�

+
.026
.028

�
+
.008
.058

4.00< p2T < 5.00 .350� .015�
+
.013
.031 .382� .018�

+
.012
.022 .367�

+
.015
.022

�
+
.007
.040

5.00< p2T < 6.00 .215� .011�
+
.008
.014 .217� .013�

+
.011
.009 .216�

+
.011
.012

�
+
.004
.029

6.00< p2T < 8.00 .0946� .0050�
+
.0051
.0066 .1034� .0064�

+
.0042
.0084 .0983�

+
.0052
.0065

�
+
.0522
.0099

8.00< p2T < 10.00 .0361� .0051�
+
.0033
.0066 .0354� .0036�

+
.0035
.0030 .0356�

+
.0040
.0041

�
+
.0154
.0034

10.00< p2T < 12.00 .0200� .0023�
+
.0030
.0067 .0157� .0025�

+
.0017
.0014 .0167�

+
.0025
.0028

�
+
.0088
.0030

12.00< p2T < 14.00 .0074� .0013�
+
.0011
.0031 .0119� .0020�

+
.0015
.0009 .0098�

+
.0016
.0020

�
+
.0001
.0035

14.00< p2T < 16.00 .0061� .0012�
+
.0015
.0010 .0049� .0015�

+
.0005
.0006 .0054�

+
.0012
.0011

�
+
.0028
.0006

16.00< p2T < 18.00 .0018� .0005�
+
.0001
.0012 .0029� .0010�

+
.0008
.0002 .0022�

+
.0006
.0009

�
+
.0001
.0016

Table 6.4: p2T di�erential cross section for D
0
mesons. The K� and K��� errors are

statistical plus uncorrelated systematic errors. The D
0
errors are combined K� and

K��� errors plus the remaining, correlated systematic errors. Normalization errors

of �
+
14.8
10.5% are not included.
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can help us to determine the values of these parameters rather than to prove a theory

to be right or wrong. To this end, we generate theoretical xF and p2T distributions for

a variety of parameter sets. Most of the adjusted parameters involve the underlying c

quark production. These are the parton distribution functions (PDF's) of the pion and

nucleon, the intrinsic kt of the partons, the mass of the charm quark, the factorization

scale (�F ), and the renormalization scale (�R).

As described in Section 1.2.1, the PDF's allow one to determine the type and

momentum distribution of the constituents of the incoming hadrons (pions and nu-

cleons in this case). Example PDF's are shown in Fig. 1.1. The PDF's are usually

generated from global �ts to various data including results from deep inelastic scat-

tering (DIS) experiments and lepton and photon production experiments. As the

amount of data increases, the �ts become more constrained and thus become a better

representation of the true distributions. Since the pion cannot be used as a target

for DIS experiments, data is quite limited, especially for low x (x<0.2), where x

is the fractional momentum carried by the parton. Because gluons do not interact

with leptons, the gluon distribution functions are among the more poorly measured

distribution functions; since most of the charm production in the E791 experiment

involves gluons, this creates signi�cant theoretical uncertainties. The uncertainties in

the gluon distributions are evident in Fig. 6.9 which shows the gluon distributions for

the proton and pion from various PDF's which are used in calculating the theoreti-

cal results. hmrsb [1] is a 1990 PDF set calculated in next-to-leading order and is

the default proton PDF for the MNR NLO program. The smrs2 [2] is also a PDF

calculated in NLO by approximately the same group in 1992. This is the default

pion PDF for the MNR NLO program. do2 [35] and grv [36] are leading order pion

PDF's calculated in 1984 and 1992, respectively. do2 is the default pion PDF for
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Pythia/Jetset. The CTEQ collaboration PDF's used are the second (�1993) and
fourth (1997) generation proton PDF's [37] which are calculated in both leading or-

der (cteq2l - the default Pythia/Jetset proton PDF) and next-to-leading order

(cteq2m and cteq4m) schemes. The order of calculation of the PDF must match

the order of calculation of the charm quark production matrix elements. Therefore,

only leading order calculations of PDF's can be used by Pythia/Jetset and only

next-to-leading order calculations of PDF's can be used by MNR NLO.
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Fig. 6.9.| Plots of gluon distribution functions at Q2=5 (GeV/c)2 in the range

0.05<x<0.8 for protons (a) and pions (b) from several PDF sets. The PDF data are

obtained from the CERN program PDFLIB [3].

The PDF's are functions of the fractional momentum, x, and the scale of the

interaction given by Q2, the square of the momentum transfer. In charm produc-

tion, however, Q2 is not well-de�ned and therefore we adopt another parameter, the

factorization scale �F . Another scale present in charm production theory is the renor-

malization scale �R which determines the scale at which �s is evaluated. If one were

able to calculate all contributions to the cross section, these terms would not enter



126

into the result. A �nite order calculation introduces these unphysical quantities and

varying these quantities within some reasonable range gives an indication of the sig-

ni�cance of higher order terms. The most natural choice for the scale at which single

inclusive charm production takes place is

� �
q
m2

c + p2T : (6.15)

Unfortunately, many PDF's are not accurate at a Q2 less than �5 (GeV/c)2 while for
a charm quark mass of 1.5 GeV/c2, the minimum value of �2 is 2.25 GeV2. The MNR

NLO solution is to set �F = 2� and �R = �. In both programs, a call to a PDF at a

scale less than the minimum de�ned scale (Q2
min) is evaluated at Q2

min.

In addition to energy scales and parton distribution functions, the mass of the

charm quark and the intrinsic kt of the incident partons can be varied within the

framework of both theories. The default charm quark mass is 1.35 GeV/c2 in Py-

thia/Jetset and 1.50 GeV/c2 in MNR NLO. We generate theory distributions for

charm quark masses of 1.35, 1.50 and 1.65 GeV/c2. The default intrinsic
p
<k2t >

is 0.44 GeV/c in Pythia/Jetset and 0 in MNR NLO. For the Pythia/Jetset

program we generate distributions with
p
<k2t > of 0, 0.44 and 1 GeV/c while for the

MNR NLO results we use
p
<k2t > values of 0 and 1 GeV/c.

All of the parameters described above (PDF's, �F , �R, mc, and < k2t >) are

signi�cantly correlated. Increasing mc or < k2t > increases the energy scale, �, from

which �F and �R are determined and which is therefore used in calculating the parton

distributions. Obviously, this makes extracting exact values di�cult and there are

likely to be multiple solutions. To reduce the parameter space, we choose to �x

the scale parameters �F and �R at their default values. By varying the rest of the

parameters, we obtain many sets of theoretical predictions.

A direct comparison of the shapes of the data and the theoretical predictions can
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be obtained by normalizing the theoretical predictions to the data. This is done by

�tting the theoretical predictions to the data allowing only the normalization to oat.

The �2 minimization is performed using the CERN Library program, Minuit[30].

The resulting �2=dof of the �t gives us information about how well the theoretical

shape matches the shape found in the data. The �2=dof of each theoretical c-quark

distribution �t to the xF and p2T data is shown in Tables 6.5 and 6.6 for the MNR NLO

and Pythia/Jetset results, respectively. Both the MNR NLO and Pythia/Jetset

results seem to favor higher masses and low intrinsic kt. The default and best �t

distributions from MNR NLO and Pythia/Jetset are shown with the xF data in

Fig. 6.10 and with the p2T data in Fig 6.11.

PDF (�/N) mc

p
<k2t > (�2=dof)xF (�2=dof)p2

T
<�2=dof >

(GeV/c2) (GeV/c)

smrs2/hmrsb 1.35 0.00 3.7 4.9 4.3

smrs2/hmrsb 1.35 1.00 1.3 19 10

smrs2/hmrsb 1.50 0.00 1.6 1.1 1.4

smrs2/hmrsb 1.50 1.00 0.7 31 16

smrs2/hmrsb 1.65 0.00 0.8 5.4 3.1

smrs2/hmrsb 1.65 1.00 0.8 43 22

smrs2/cteq4m 1.35 0.00 1.8 6.4 4.1

smrs2/cteq4m 1.35 1.00 0.9 18 9.3

SMRS2/CTEQ4M 1.50 0.00 1.0 1.4 1.2

smrs2/cteq4m 1.50 1.00 0.9 29 15

smrs2/cteq4m 1.65 0.00 0.9 5.6 3.2

smrs2/cteq4m 1.65 1.00 1.4 44 23

Table 6.5: Results of �tting various MNR NLO c quark distributions to the data. The

default (best �t) theory parameters are shown in bold (italics).

While it is interesting to compare the charm quark distributions to the data,

we cannot know whether these comparisons make sense because of the hadronization

process. If hadronization signi�cantly a�ects the p2T and/or xF distributions then com-
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PDF (�/N) mc

p
<k2t > (�2=dof)xF (�2=dof)p2

T
<�2=dof >

(GeV/c2) (GeV/c)

do2/cteq2l 1.35 0.00 2.2 5.7 4.0

do2/cteq2l 1.35 0.44 1.9 8.4 5.1

do2/cteq2l 1.35 1.00 1.3 34 18

do2/cteq2l 1.50 0.00 0.8 17 8.7

do2/cteq2l 1.50 0.44 0.8 19 9.9

do2/cteq2l 1.50 1.00 0.6 50 26

do2/cteq2l 1.65 0.00 0.6 27 14

do2/cteq2l 1.65 0.44 0.6 32 16

do2/cteq2l 1.65 1.00 0.8 68 34

grv/cteq4l 1.35 0.00 4.4 2.8 3.6

GRV/CTEQ4L 1.35 0.44 3.9 1.4 2.7

grv/cteq4l 1.35 1.00 2.4 16 9.1

grv/cteq4l 1.50 0.00 1.7 4.4 3.1

grv/cteq4l 1.50 0.44 1.5 6.6 4.0

grv/cteq4l 1.50 1.00 0.9 30 15

grv/cteq4l 1.65 0.00 0.6 13 7.0

grv/cteq4l 1.65 0.44 0.6 17 9.0

grv/cteq4l 1.65 1.00 0.5 47 24

Table 6.6: Results of �tting various Pythia/Jetset c quark distributions to the data.

The default (best �t) theory parameters are shown in bold (italics).

paring c quark distributions with the data D meson distributions is of no use. In the

MNR NLO program it is possible to simulate the hadronization with the Peterson frag-

mentation function which works well in e+e� annihilation experiments but is expected

to fare poorly in hadroproduction experiments (cf Section 1.2.2). In Pythia/Jetset

the Lund string model is used to perform the hadronization (cf Section 1.2.2). We

show results for the default theory parameters for the hadronization and also for a

hadronization where the average pT imparted to quarks popped during the string frag-

mentation is increased from 0.36 GeV/c to 0.60 GeV/c. This is motivated by what

was used in mc2 to harden the p2T distribution (cf Section 6.2.3.1).
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For each of the meson distributions we again perform a �2 minimization to obtain

the normalization and �2=dof . The �2=dof of each theoretical D-meson distribution

�t to the xF and p2T data is shown in Tables 6.7 and 6.8 for the MNR NLO and Py-

thia/Jetset results, respectively. As expected, the MNR NLO D meson predictions

provide a poor match for the data unless a very high value for the intrinsic kt is

used. The Pythia/Jetset results seem to favor the more modern PDF's for the xF

distribution and the older PDF's for the p2T distribution. However, with high values

for
p
<k2t > and fairly high masses, we get good agreement with the newer PDF's.

The default and best �t distributions from MNR NLO and Pythia/Jetset are shown

with the xF data in Fig. 6.12 and with the p2T data in Fig 6.13.

An alternative method of comparing data to theory and to other experiments

is by �tting a function to the distribution and comparing parameters. This is most

useful when the functions provide a good representation of the data and theory. If the

function is not a particularly good �t, then di�erences in parameters might have little

to do with the quantity one is trying to measure. In the past, xF distributions have

been �t with

d�

dxF
= A(1� jxF j)n (6.16)

This function was originally motivated by theoretical predictions for the high xF region.

This function does not provide a very good �t to the data. Although the �2=dof is

small (0.3), the value of n is quite dependent on the range �tted and on the errors

of the data points. Fitting the distribution of Fig. 6.7, which includes all of the

non-normalization systematic errors, gives a values of n = 4:61 � 0:19 when �t in

our standard range, 0:05 < xF < 0:50, as shown in Fig. 6.14. Increasing the lower

bound to 0.075, 0.10, and 0.125 gives n values of 4.50�0.23, 4.39�0.27 and 4.34�0.32
while decreasing the upper bound to 0.40, 0.35, and 0.30 gives values of 4.63�0.19,
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Kπ + Kπππ data
Pythia c (default): mc=1.35GeV, <kt>=.44GeV

PDF = DO2/CTEQ2Lχ2/dof = 1.9

MNR NLO c (default): mc=1.5GeV, <kt>=0GeV
PDF=SMRS2/HMRSBχ2/dof = 1.6

Pythia c (best fit): mc=1.35GeV, <kt>=.44GeV
PDF = GRV/CTEQ4Lχ2/dof = 3.9

MNR NLO c (best fit): mc=1.5GeV, <kt>=0GeV
PDF = SMRS2/CTEQ4Mχ2/dof = 1

Fig. 6.10.| Comparison of the D
0
xF distribution to theory predictions. The theory

predictions are obtained for charm quarks using two di�erent parameters, the default

parameters and the set which best �ts the xF and p2T data. The distributions are

normalized to obtain the best �t to the data.
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Pythia c (default): mc=1.35GeV, <kt>=.44GeV

PDF = DO2/CTEQ2Lχ2/dof = 8.4

MNR NLO c (default): mc=1.5GeV, <kt>=0GeV
PDF=SMRS2/HMRSBχ2/dof = 1.1

Pythia c (best fit): mc=1.35GeV, <kt>=.44GeV
PDF = GRV/CTEQ4Lχ2/dof = 1.4

MNR NLO c (best fit): mc=1.5GeV, <kt>=0GeV
PDF = SMRS2/CTEQ4Mχ2/dof = 1.4

Fig. 6.11.| Comparison of the D
0
p2T distribution to theory predictions. The theory

predictions are obtained for charm quarks using two di�erent parameters, the default

parameters and the set which best �ts the xF and p2T data. The distributions are

normalized to obtain the best �t to the data.
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PDF (�/N) mc

p
<k2t > (�2=dof)xF (�2=dof)p2

T
<�2=dof >

(GeV/c2) (GeV/c)

smrs2/hmrsb 1.35 0.00 14 130 73

smrs2/hmrsb 1.35 1.00 10 28 19

smrs2/hmrsb 1.35 2.00 7.6 0.8 4.2

smrs2/hmrsb 1.50 0.00 8.7 84 46

smrs2/hmrsb 1.50 1.00 6.3 11 8.9

smrs2/hmrsb 1.50 2.00 4.6 1.5 3.1

smrs2/hmrsb 1.65 0.00 5.2 47 26

smrs2/hmrsb 1.65 1.00 3.7 2.5 3.1

smrs2/hmrsb 1.65 2.00 2.8 5.2 4.0

smrs2/cteq4m 1.35 0.00 8.3 140 73

smrs2/cteq4m 1.35 1.00 5.5 31 18

smrs2/cteq4m 1.35 2.00 3.9 1.0 2.4

smrs2/cteq4m 1.50 0.00 5.2 86 46

smrs2/cteq4m 1.50 1.00 3.7 13 8.1

SMRS2/CTEQ4M 1.50 2.00 2.7 1.3 2.0

smrs2/cteq4m 1.65 0.00 3.4 48 25

smrs2/cteq4m 1.65 1.00 2.6 2.7 2.6

smrs2/cteq4m 1.65 2.00 2.1 4.5 3.3

Table 6.7: Results of �tting various MNR NLO D meson distributions to the data.

The meson predictions are obtained using Peterson fragmentation. The default (best

�t) theory parameters are shown in bold (italics).
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PDF (�/N) mc

p
<k2t > (�2=dof)xF (�2=dof)p2

T
<�2=dof >

(GeV/c2) (GeV/c)

do2/cteq2l 1.35 0.00 3.7 8.7 6.2

do2/cteq2l 1.35 0.44 3.5 6.7 5.1

do2/cteq2l 1.35 1.00 2.2 0.4 1.3

do2/cteq2l 1.50 0.00 3.6 2.4 3.0

do2/cteq2l 1.50 0.44 3.3 1.9 2.6

do2/cteq2l 1.50 1.00 2.2 0.9 1.5

do2/cteq2l 1.65 0.00 3.4 0.7 2.1

do2/cteq2l 1.50 0.44 2.7 0.5 1.6

do2/cteq2l 1.65 1.00 1.8 2.7 2.3

grv/cteq4l 1.35 0.00 1.5 31 16

grv/cteq4l 1.35 0.44 1.6 26 14

grv/cteq4l 1.35 1.00 1.1 5.5 3.3

grv/cteq4l 1.50 0.00 1.6 15 8.2

grv/cteq4l 1.50 0.44 1.4 11 6.4

grv/cteq4l 1.50 1.00 1.0 1.2 1.1

grv/cteq4l 1.65 0.00 1.5 5.7 3.6

grv/cteq4l 1.65 0.44 1.3 4.0 2.7

GRV/CTEQ4L 1.65 1.00 1.0 0.5 0.7

grv/cteq4l 1.35 0.00 1.7 11 6.2

grv/cteq4l 1.35 0.44 1.7 7.3 4.5

grv/cteq4l 1.35 1.00 1.3 0.6 1.0

grv/cteq4l 1.50 0.00 1.6 3.1 2.3

grv/cteq4l 1.50 0.44 1.8 1.8 1.8

grv/cteq4l 1.50 1.00 1.0 1.2 1.1

grv/cteq4l 1.65 0.00 1.4 0.6 1.0

grv/cteq4l 1.65 0.44 1.4 0.5 0.9

grv/cteq4l 1.65 1.00 0.9 3.8 2.4

Table 6.8: Results of �tting various Pythia/Jetset D
0
distributions to the data.

Above the line are results obtained using the default fragmentation. The results

below the line increase the average pT of popped quarks from 0.36 to 0.60 GeV/c

using Pythia parameter PARJ(21). The default (best �t) theory parameters are

shown in bold (italics).
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Pythia D0 (default): mc=1.35GeV, <kt>=.44GeV

PDF = DO2/CTEQ2Lχ2/dof = 3.5

MNR NLO D (default):mc=1.5GeV, <kt>=0GeV
PDF=SMRS2/HMRSBχ2/dof = 8.7

Pythia D0 (best fit): mc=1.35GeV, <kt>=.44GeV
PDF = GRV/CTEQ4Lχ2/dof = 1

MNR NLO D (best fit):mc=1.5GeV, <kt>=2GeV
PDF = SMRS2/CTEQ4Mχ2/dof = 2.7

Fig. 6.12.| Comparison of the D
0
xF distribution to theory predictions. The MNR

NLO (Pythia/Jetset) predictions are obtained for D (D
0
) mesons using two dif-

ferent parameters, the default parameters and the set which best �ts the xF and p2T
data. The distributions are normalized to obtain the best �t to the data.
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Fig. 6.13.| Comparison of the D
0
p2T distribution to theory predictions. The MNR

NLO (Pythia/Jetset) predictions are obtained for D (D
0
) mesons using two dif-

ferent parameters, the default parameters and the set which best �ts the xF and p2T
data. The distributions are normalized to obtain the best �t to the data.
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4.69�0.20, and 4.71�0.21. A �t performed over the standard range to the same

distribution with only statistical errors, returns n = 4:48� 0:07 with a �2=dof of 3.0.

Another function which can be extended into the negative xF region is an extension

of Eq. 6.16 which uses the (1�jxF j)n function in the tail region and a Gaussian in the

central region, that is,

d�

dxF
=

8>><
>>:
A(1� jxF � xcj)n0 ; jxF � xcj > xb

A0 exp
��1

2
(xF�xc� )2

�
; jxF � xcj < xb

(6.17)

Continuous functions and derivatives are maintained at jxF � xcj = xb by requiring

� =

r
xb(1� xb)

n0
(6.18)

A0

A
= (1� xb)

n0 exp

�
n0 xb

2(1� xb)

�
(6.19)

Therefore Eq. 6.17 can be written with one normalization parameter and three other

parameters which determine the shape: n0 gives the shape in the tail region, xc is the

turnover point, and xb is the boundary between the Gaussian and power-law function.

Fitting this function to our data in the range -0.125<xF<0.50 gives n
0 = 4:68� 0:21,

xc = 0:0131�0:0038, and xb = 0:062�0:013 with a �2=dof=0.4 as shown in Fig. 6.14.
First, we notice that the start of the tail region, 0.062, is quite close to the start of our

standard range for Eq. 6.16 or 0.05. We also see that xc is signi�cantly greater than

zero. This is consistent with the parton distribution functions shown in Figures 1.1

and 6.9 which show signi�cantly harder parton distributions for the pion than for the

proton. Therefore, the parton center of mass will generally be moving in the direction

of the pion (positive xF ) in the hadron center of mass frame (in which xF is calculated).

To test the stability of the values returned by a �t to this function we make the same

checks as were made for �tting Eq. 6.16. Fitting the same distribution with only
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statistical errors returns n0 = 4:54�0:08, xc = 0:0137�0:0025, and xb = 0:055�0:008

with �2=dof=2.3. The n0 value again shows a large (2/3 �) change, the same as in

the �t to Eq. 6.16. The other parameters are more stable. Since the cross-over point

from Gaussian to power-law is a parameter of the �t, the variations due to �tting

di�erent ranges are much smaller. This is seen in the results from changing the upper

and lower limits, shown in Table 6.9.

xF Range of �t n0 xc xb
-0.125< xF < 0.500 4.68� 0.21 0.0131� 0.0038 0.062� 0.013

-0.100< xF < 0.500 4.67� 0.21 0.0126� 0.0039 0.062� 0.013

-0.075< xF < 0.500 4.67� 0.21 0.0126� 0.0040 0.062� 0.013

-0.050< xF < 0.500 4.67� 0.21 0.0120� 0.0052 0.064� 0.015

-0.125< xF < 0.400 4.71� 0.22 0.0131� 0.0038 0.062� 0.013

-0.125< xF < 0.350 4.78� 0.23 0.0134� 0.0038 0.064� 0.013

-0.125< xF < 0.300 4.80� 0.24 0.0134� 0.0038 0.065� 0.013

Table 6.9: E�ect of changing xF lower and upper limits on the parameters n0, xc, and

xb of Eq. 6.17.

Although the usefulness of these �ts is quite limited, we nevertheless �t the same

theoretical predictions as were used in checking the distributions directly. The results

of the �ts to the c quark distributions, along with the �2=dof of each �t, are shown

in Tables 6.10 and 6.11 for the MNR NLO results and the Pythia/Jetset results,

respectively. The results for the D meson distributions are shown in Tables 6.10 and

6.11 for MNR NLO and Pythia/Jetset, respectively. The large �2=dof is partly

due to the very small errors associated with the theoretical distributions. From these

results we see that the MNR NLO tend to peak at higher xF with xc around 0.025

compared to the data value of 0.013 while the Pythia/Jetset seems to be closer

with xc between 0.010 and 0.015 for the quarks and reduced by about 0.005 for the

D
0
mesons. The n and n0 values vary quite a bit for the di�erent input parameters.
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Fig. 6.14.| Fits to the D
0
fully corrected xF di�erential cross section with the func-

tions given in Eqs. 6.16 (dashed) and 6.17 (dotted). The error bars include all errors

except a �
+
10.9
10.2% normalization error.
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PDF (�/N) mc

p
<k2t > n �2=dof n0 xc xb �2=dof

(GeV/c2) (GeV/c)

smrs2/hmrsb 1.35 0.00 5.22 1000 5.54 0.0192 0.031 2700

smrs2/hmrsb 1.35 1.00 4.84 96 5.25 0.0214 0.039 430

smrs2/hmrsb 1.50 0.00 5.01 620 5.28 0.0211 0.039 1800

smrs2/hmrsb 1.50 1.00 4.67 72 5.03 0.0229 0.046 370

smrs2/hmrsb 1.65 0.00 4.81 370 5.07 0.0232 0.048 1300

smrs2/hmrsb 1.65 1.00 4.51 40 4.82 0.0242 0.054 270

smrs2/cteq4m 1.35 0.00 4.94 740 5.32 0.0258 0.032 2900

smrs2/cteq4m 1.35 1.00 4.54 62 4.97 0.0270 0.041 430

smrs2/cteq4m 1.50 0.00 4.78 450 5.10 0.0261 0.041 1900

smrs2/cteq4m 1.50 1.00 4.45 56 4.85 0.0287 0.045 360

smrs2/cteq4m 1.65 0.00 4.63 290 4.91 0.0269 0.050 1200

smrs2/cteq4m 1.65 1.00 4.36 250 4.70 0.0297 0.053 250

Table 6.10: Shape parameter results from �ts to various MNR NLO c quark xF dis-

tributions. Parameter(s) n (n0, xc, and xb) come from �tting the xF distribution with

Eq. 6.16 (6.17) in the range 0.05<xF<0.50 (-0.125<xF<0.50). The default theory

parameters are shown in bold.

Both the MNR NLO and Pythia/Jetset charm quark models predict n values of

4.5-5.0, in good agreement with the data, 4.6. The hadronization for both theories

provides worse agreement which gets better only when large charm quark masses are

used and large amounts of intrinsic kt are added. Although the solution is the same

for both theories, the problems are clearly di�erent because the e�ect of increasing the

charm quark mass and adding intrinsic kt is opposite in the two models. In the MNR

NLO model, the addition of kt and the increase in the quark mass results in the charm

quark having more energy. Therefore, after it has lost energy due to the Peterson

fragmentation, it is approximately back to the original level. In the Pythia/Jetset

model, the addition of mass or intrinsic kt reduces the amount of coalescence taking

place. Recall that coalescence occurs when the invariant mass of a string is too small

to pop qq pairs and collapses to a single meson. If one end of this string is tied to
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PDF (�/N) mc

p
<k2t > n �2=dof n0 xc xb �2=dof

(GeV/c2) (GeV/c)

do2/cteq2l 1.35 0.00 5.02 15 5.12 0.0105 0.041 23

do2/cteq2l 1.35 0.44 5.01 17 5.12 0.0115 0.045 27

do2/cteq2l 1.35 1.00 4.88 15 4.99 0.0115 0.047 21

do2/cteq2l 1.50 0.00 4.85 5.9 4.97 0.0141 0.053 14

do2/cteq2l 1.50 0.44 4.84 8.2 4.96 0.0146 0.055 14

do2/cteq2l 1.50 1.00 4.74 6.6 4.86 0.0154 0.056 11

do2/cteq2l 1.65 0.00 4.71 5.9 4.86 0.0160 0.066 7.6

do2/cteq2l 1.65 0.44 4.69 6.5 4.83 0.0165 0.065 9.9

do2/cteq2l 1.65 1.00 4.60 7.0 4.76 0.0175 0.070 7.6

grv/cteq4l 1.35 0.00 4.99 73 5.14 0.0089 0.025 80

grv/cteq4l 1.35 0.44 4.95 65 5.09 0.0092 0.024 68

grv/cteq4l 1.35 1.00 4.76 57 4.89 0.0092 0.030 63

grv/cteq4l 1.50 0.00 4.82 42 4.95 0.0119 0.038 48

grv/cteq4l 1.50 0.44 4.78 36 4.89 0.0114 0.037 44

grv/cteq4l 1.50 1.00 4.63 41 4.74 0.0123 0.040 41

grv/cteq4l 1.65 0.00 4.67 26 4.79 0.0143 0.048 32

grv/cteq4l 1.65 0.44 4.61 20 4.73 0.0145 0.050 26

grv/cteq4l 1.65 1.00 4.50 22 4.62 0.0155 0.051 30

Table 6.11: Shape parameter results from �ts to various Pythia/Jetset c quark xF
distributions. Parameter(s) n (n0, xc, and xb) come from �tting the xF distribution

with Eq. 6.16 (6.17) in the range 0.05<xF<0.50 (-0.125<xF<0.50). The default theory

parameters are shown in bold.
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PDF (�/N) mc

p
<k2t > n �2=dof n0 xc xb �2=dof

(GeV/c2) (GeV/c)

smrs2/hmrsb 1.35 0.00 6.81 200 7.35 0.0221 0.042 3300

smrs2/hmrsb 1.35 1.00 6.42 45 7.12 0.0230 0.048 1100

smrs2/hmrsb 1.35 2.00 6.14 30 6.82 0.0236 0.044 580

smrs2/hmrsb 1.50 0.00 6.49 130 6.97 0.0241 0.050 2300

smrs2/hmrsb 1.50 1.00 6.18 42 6.79 0.0250 0.053 940

smrs2/hmrsb 1.50 2.00 5.92 24 6.50 0.0253 0.055 490

smrs2/hmrsb 1.65 0.00 6.19 200 6.66 0.0263 0.058 1700

smrs2/hmrsb 1.65 1.00 5.93 75 6.45 0.0272 0.060 720

smrs2/hmrsb 1.65 2.00 5.72 50 6.25 0.0271 0.061 420

smrs2/cteq4m 1.35 0.00 6.39 90 6.97 0.0281 0.045 3100

smrs2/cteq4m 1.35 1.00 6.03 28 6.75 0.0286 0.051 1000

smrs2/cteq4m 1.35 2.00 5.73 14 6.34 0.0279 0.051 430

smrs2/cteq4m 1.50 0.00 6.15 150 6.65 0.0288 0.053 2100

smrs2/cteq4m 1.50 1.00 5.84 57 6.48 0.0294 0.056 820

smrs2/cteq4m 1.50 2.00 5.60 32 6.30 0.0305 0.059 500

smrs2/cteq4m 1.65 0.00 5.92 340 6.39 0.0294 0.062 1400

smrs2/cteq4m 1.65 1.00 5.64 130 6.16 0.0313 0.065 450

smrs2/cteq4m 1.65 2.00 5.42 79 5.98 0.0308 0.064 360

Table 6.12: Shape parameter results from �ts to various MNR NLO D meson xF
distributions. Parameter(s) n (n0, xc, and xb) come from �tting the xF distribution

with Eq. 6.16 (6.17) in the range 0.05<xF<0.50 (-0.125<xF<0.50). The default theory

parameters are shown in bold.
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PDF (�/N) mc

p
<k2t > n �2=dof n0 xc xb �2=dof

(GeV/c2) (GeV/c)

do2/cteq2l 1.35 0.00 3.52 7.5 3.54 0.0025 0.071 6.5

do2/cteq2l 1.35 0.44 3.62 4.7 3.66 0.0041 0.088 4.4

do2/cteq2l 1.35 1.00 3.88 2.5 3.95 0.0074 0.088 2.6

do2/cteq2l 1.50 0.00 3.69 8.5 3.75 0.0059 0.092 6.3

do2/cteq2l 1.50 0.44 3.81 5.3 3.89 0.0072 0.100 3.7

do2/cteq2l 1.50 1.00 4.08 5.9 4.19 0.0106 0.097 3.9

do2/cteq2l 1.65 0.00 3.91 16 4.04 0.0085 0.111 8.8

do2/cteq2l 1.65 0.44 4.06 9.8 4.19 0.0104 0.108 6.1

do2/cteq2l 1.65 1.00 4.33 11 4.50 0.0128 0.105 5.3

grv/cteq4l 1.35 0.00 3.65 5.0 3.68 0.0024 0.047 5.5

grv/cteq4l 1.35 0.44 3.76 4.9 3.79 0.0042 0.068 5.0

grv/cteq4l 1.35 1.00 3.91 7.2 3.96 0.0061 0.072 7.3

grv/cteq4l 1.50 0.00 3.86 3.5 3.91 0.0069 0.074 3.9

grv/cteq4l 1.50 0.44 3.95 3.1 4.01 0.0074 0.081 4.6

grv/cteq4l 1.50 1.00 4.12 4.3 4.20 0.0096 0.079 5.1

grv/cteq4l 1.65 0.00 4.08 2.6 4.17 0.0101 0.086 3.5

grv/cteq4l 1.65 0.44 4.15 2.7 4.25 0.0110 0.089 3.9

grv/cteq4l 1.65 1.00 4.35 3.5 4.46 0.0127 0.086 3.4

grv/cteq4l 1.35 0.00 3.61 8.7 3.64 0.0029 0.056 8.3

grv/cteq4l 1.35 0.44 3.68 12 3.71 0.0040 0.069 12

grv/cteq4l 1.35 1.00 3.83 14 3.87 0.0061 0.070 13

grv/cteq4l 1.50 0.00 3.81 7.8 3.86 0.0065 0.074 8.0

grv/cteq4l 1.50 0.44 3.87 7.5 3.93 0.0079 0.0080 9.2

grv/cteq4l 1.50 1.00 4.00 9.5 4.07 0.0094 0.073 9.2

grv/cteq4l 1.65 0.00 4.02 4.4 4.10 0.0103 0.082 5.8

grv/cteq4l 1.65 0.44 4.07 3.9 4.16 0.0107 0.083 5.4

grv/cteq4l 1.65 1.00 4.22 5.3 4.32 0.0125 0.078 5.5

Table 6.13: Shape parameters from �ts to various Pythia/Jetset D
0
xF distribu-

tions. Above the line are results obtained using the default fragmentation. The results

below the line increase the average pT of popped quarks from 0.36 to 0.60 GeV/c using

Pythia parameter PARJ(21). Parameter(s) n (n0, xc, and xb) come from �tting the

xF distributions with Eq. 6.16 (6.17) in the range 0.05<xF<0.50 (-0.125<xF<0.50).

The default theory parameters are shown in bold.
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a remnant quark from the pion, the meson will be boosted forward. Increasing kt or

the charm quark mass increases the invariant mass of the strings, reducing this e�ect,

and again bringing the meson predictions closer to the quark predictions.

The functions which have been used in the past to �t the p2T distribution are:

d�

dp2T
= Ae�bp

2

T (6.20)

at low p2T (p2T < 4.0 (GeV/c)2 for this analysis),

d�

dp2T
= Ae�b

0pT (6.21)

at high p2T (p2T > 1.0 (GeV/c)2 for this analysis), and

d�

dp2T
=

�
A

�m2
c + p2T

��
(6.22)

over all p2T with mc set to 1.5 GeV/c2. The results of �tting these equations to the

data are shown in Fig. 6.15. For the ranges given above, the results are:

� b = 0.83�0.02 with �2=dof =2.8

� b0 = 2.41�0.03 with �2=dof =1.7

� � = 2.92�0.55 (GeV/c2)�2 and � = 6.68�0.77 with �2=dof = 1.3

Equation 6.20 does not provide a good �t even over the very limited range for which it

is applied. While the �2=dof of the �t to Eq. 6.21 is not good (1.7), it appears to be a

reasonable �t to the data. Equations 6.22 provides a very good �t to the data over the

entire range of p2T . Unfortunately, there are some problems with this function as well.

Using two free parameters (in addition to the normalization) makes it more di�cult

to compare with other experiments or theory since it is not clear what the variables

are measuring. Also, the variables in this �t are highly correlated and compensating.

This is reected in the large (12-19%) errors compared to the error on b0 (1%).
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Fig. 6.15.| Fits to the D
0
fully corrected p2T di�erential cross section with the func-

tions given in Eqs. 6.20 (dashed, top), 6.21 (dashed, bottom), and 6.22 (dotted, top

and bottom). The top plot shows the range 0<p2T<4 (GeV/c)
2 while the bottom plot

shows the full range, 0<p2T<18 (GeV/c)2. The error bars include all errors except a

�
+
14.8
10.5% normalization error.
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The results of �tting these functions to the c quark theoretical distributions

are shown in Tables 6.14 and 6.15 for the MNR NLO and Pythia/Jetset results,

respectively. The same results for D quark distributions are shown in Tables 6.16 and

6.17. Since Eq. 6.20 is such a poor �t to the data and theory alike, we ignore these

PDF (�/N) mc

p
<k2t > b �2=dof b0 �2=dof � � �2=dof

(GeV/c2) (GeV/c)

smrs2/hmrsb 1.35 0.00 1.05 1 2.51 410 1.47 4.80 2.9

smrs2/hmrsb 1.35 1.00 0.61 18 2.04 95 6.19 9.27 2.1

smrs2/hmrsb 1.50 0.00 0.92 1 2.33 400 1.78 4.92 2.0

smrs2/hmrsb 1.50 1.00 0.56 38 1.88 150 6.19 8.67 1.7

smrs2/hmrsb 1.65 0.00 0.81 7500 2.18 630 2.14 5.05 3.5

smrs2/hmrsb 1.65 1.00 0.53 36 1.75 190 6.49 8.41 1.2

smrs2/cteq4m 1.35 0.00 1.08 1 2.52 540 1.35 4.62 3.4

smrs2/cteq4m 1.35 1.00 0.62 48 2.00 140 5.53 8.61 2.2

smrs2/cteq4m 1.50 0.00 0.94 1 2.34 410 1.65 4.73 2.0

smrs2/cteq4m 1.50 1.00 0.57 41 1.88 140 5.74 8.26 1.4

smrs2/cteq4m 1.65 0.00 0.82 9000 2.17 530 1.99 4.85 3.6

smrs2/cteq4m 1.65 1.00 0.54 35 1.77 150 6.00 7.96 1.1

Table 6.14: Shape parameter results from �ts to various MNR NLO c quark p2T
distributions. The parameters b, b0, and � & � come from �tting the p2T distrib-

ution with Eqs. 6.20, 6.21, and 6.22, in the ranges 0 (GeV/c)2<p2T<4 (GeV/c)2, 1

(GeV/c)2<p2T<18 (GeV/c)2, and 0 (GeV/c)2<p2T<18 (GeV/c)2, respectively. The

default theory parameters are shown in bold.

results. The results of the MNR NLO c quark distributions show fair agreement with

the data and seem to favor a charm quark mass of 1.5 GeV/c2 with no intrinsic kt.

Increasing kt or the charm quark mass clearly hardens the p2T spectrum (b0 decreases).

The Pythia/Jetset c quark results show a similar trend but seem to prefer lower

values of the charm quark mass. None of the c quark results comes close to matching

the � and � parameters of Eq. 6.22, even with the large errors on the data. The

MNR NLO D meson predictions, just as in the xF case, requires a large intrinsic kt
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PDF (�/N) mc

p
<k2t > b �2=dof b0 �2=dof � � �2=dof

(GeV/c2) (GeV/c)

do2/cteq2l 1.35 0.00 0.84 480 2.14 15 1.76 4.51 4.5

do2/cteq2l 1.35 0.44 0.77 240 2.09 33 2.32 5.14 2.0

do2/cteq2l 1.35 1.00 0.58 63 1.84 140 4.56 6.87 3.3

do2/cteq2l 1.50 0.00 0.73 250 1.99 26 2.18 4.69 2.3

do2/cteq2l 1.50 0.44 0.69 140 1.96 47 2.76 5.32 2.1

do2/cteq2l 1.50 1.00 0.52 40 1.74 170 5.52 7.39 2.5

do2/cteq2l 1.65 0.00 0.67 150 1.89 40 2.66 5.01 1.6

do2/cteq2l 1.65 0.44 0.62 77 1.85 69 3.35 5.64 2.2

do2/cteq2l 1.65 1.00 0.48 27 1.65 180 6.18 7.55 2.4

grv/cteq4l 1.35 0.00 1.00 670 2.37 11 1.33 4.29 1.9

grv/cteq4l 1.35 0.44 0.90 340 2.31 16 1.82 4.94 2.6

grv/cteq4l 1.35 1.00 0.65 78 2.00 110 3.87 6.74 2.5

grv/cteq4l 1.50 0.00 0.87 420 2.19 12 1.67 4.47 1.7

grv/cteq4l 1.50 0.44 0.80 220 2.14 22 2.14 4.98 1.8

grv/cteq4l 1.50 1.00 0.59 57 1.87 120 4.38 6.82 1.9

grv/cteq4l 1.65 0.00 0.77 270 2.04 18 2.00 4.57 1.5

grv/cteq4l 1.65 0.44 0.71 130 1.98 35 2.53 5.09 2.5

grv/cteq4l 1.65 1.00 0.54 45 1.76 140 4.88 6.84 2.2

Table 6.15: Shape parameter results from �ts to various Pythia/Jetset c quark

p2T distributions. The parameters b, b0, and � & � come from �tting the p2T distri-

bution with Eqs. 6.20, 6.21, and 6.22, in the ranges 0 (GeV/c)2<p2T<4 (GeV/c)2,

1 (GeV/c)2<p2T<18 (GeV/c)2, and 0 (GeV/c)2<p2T<18 (GeV/c)2, respectively. The

default theory parameters are shown in bold.
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PDF (�/N) mc

p
<k2t > b �2=dof b0 �2=dof � � �2=dof

(GeV/c2) (GeV/c)

smrs2/hmrsb 1.35 0.00 2.36 1 3.28 1100 0.42 3.79 2300

smrs2/hmrsb 1.35 1.00 1.57 3700 2.87 6.6 0.86 4.34 190

smrs2/hmrsb 1.35 2.00 1.15 1500 2.36 19 1.09 4.01 93

smrs2/hmrsb 1.50 0.00 1.94 1 3.05 840 0.52 3.79 2400

smrs2/hmrsb 1.50 1.00 1.38 3200 2.65 16 1.02 4.38 130

smrs2/hmrsb 1.50 2.00 1.05 2100 2.23 25 1.16 3.90 120

smrs2/hmrsb 1.65 0.00 1.63 1 2.85 590 0.63 3.82 2400

smrs2/hmrsb 1.65 1.00 1.38 4000 2.47 20 0.95 3.93 200

smrs2/hmrsb 1.65 2.00 0.99 1900 2.12 25 1.20 3.74 130

smrs2/cteq4m 1.35 0.00 2.44 1 3.28 1300 0.39 3.70 2400

smrs2/cteq4m 1.35 1.00 1.76 4700 2.85 10 0.77 4.11 210

smrs2/cteq4m 1.35 2.00 1.30 2800 2.37 19 0.93 3.77 170

smrs2/cteq4m 1.50 0.00 1.98 1 3.05 1000 0.49 3.70 2400

smrs2/cteq4m 1.50 1.00 1.46 5400 2.65 15 0.88 4.06 250

smrs2/cteq4m 1.50 2.00 1.22 3000 2.24 24 0.96 3.60 180

smrs2/cteq4m 1.65 0.00 1.65 1 2.84 740 0.59 3.71 2400

smrs2/cteq4m 1.65 1.00 1.35 4500 2.48 16 0.94 3.92 230

smrs2/cteq4m 1.65 2.00 1.10 2500 2.12 28 1.07 3.59 170

Table 6.16: Shape parameters from �ts to various MNR NLO D meson p2T distri-

butions. The results are obtained using Peterson fragmentation. The parameters

b, b0, and � & � come from �tting the p2T distribution with Eqs. 6.20, 6.21, and

6.22, in the ranges 0 (GeV/c)2<p2T<4 (GeV/c)2, 1 (GeV/c)2<p2T<18 (GeV/c)2, and

0 (GeV/c)2<p2T<18 (GeV/c)
2, respectively. The default theory parameters are shown

in bold.
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PDF (�/N) mc

p
<k2t > b �2=dof b0 �2=dof � � �2=dof

(GeV/c2) (GeV/c)

do2/cteq2l 1.35 0.00 1.10 560 2.61 11 1.36 4.78 4.3

do2/cteq2l 1.35 0.44 1.06 410 2.58 12 1.55 5.07 2.8

do2/cteq2l 1.35 1.00 0.90 230 2.39 25 2.20 5.72 2.5

do2/cteq2l 1.50 0.00 1.00 410 2.46 11 1.54 4.82 3.1

do2/cteq2l 1.50 0.44 0.98 320 2.46 14 1.74 5.15 2.1

do2/cteq2l 1.50 1.00 0.84 170 2.30 28 2.42 5.81 1.7

do2/cteq2l 1.65 0.00 0.94 340 2.37 13 1.74 4.96 2.5

do2/cteq2l 1.50 0.44 0.91 280 2.35 17 1.90 5.17 2.5

do2/cteq2l 1.65 1.00 0.80 140 2.22 31 2.60 5.85 1.4

grv/cteq4l 1.35 0.00 1.29 630 2.87 12 1.13 4.74 3.7

grv/cteq4l 1.35 0.44 1.22 480 2.83 12 1.33 5.10 4.1

grv/cteq4l 1.35 1.00 1.01 260 2.58 17 1.92 5.71 2.4

grv/cteq4l 1.50 0.00 1.16 520 2.69 10 1.30 4.79 2.7

grv/cteq4l 1.50 0.44 1.11 430 2.65 11 1.44 4.99 2.6

grv/cteq4l 1.50 1.00 0.94 240 2.45 19 2.05 5.62 2.2

grv/cteq4l 1.65 0.00 1.07 460 2.55 10 1.42 4.77 2.5

grv/cteq4l 1.65 0.44 1.02 370 2.52 12 1.60 5.02 2.1

grv/cteq4l 1.65 1.00 0.88 220 2.34 23 2.13 5.50 2.1

grv/cteq4l 1.35 0.00 1.05 240 2.67 17 1.86 5.78 4.8

grv/cteq4l 1.35 0.44 1.00 210 2.61 22 2.12 6.14 4.3

grv/cteq4l 1.35 1.00 0.86 110 2.41 39 2.84 6.76 3.7

grv/cteq4l 1.50 0.00 0.97 210 2.52 18 2.02 5.72 3.0

grv/cteq4l 1.50 0.44 0.93 160 2.48 26 2.25 6.01 3.9

grv/cteq4l 1.50 1.00 0.81 91 2.30 41 2.98 6.63 2.2

grv/cteq4l 1.65 0.00 0.90 180 2.39 20 2.14 5.61 2.3

grv/cteq4l 1.65 0.44 0.87 150 2.35 25 2.35 5.85 2.0

grv/cteq4l 1.65 1.00 0.76 95 2.19 45 3.06 6.41 1.5

Table 6.17: Shape parameters from �ts to various Pythia/Jetset D
0
p2T distribu-

tions. Above the line are results obtained using the default fragmentation. The results

below the line increase the average pT of popped quarks from 0.36 to 0.60 GeV/c us-

ing Pythia parameter PARJ(21). The parameters b, b0, and � & � come from �tting

the p2T distribution with Eqs. 6.20, 6.21, and 6.22, in the ranges 0 (GeV/c)2<p2T<4

(GeV/c)2, 1 (GeV/c)2<p2T<18 (GeV/c)2, and 0 (GeV/c)2<p2T<18 (GeV/c)2, respec-

tively. The default theory parameters are shown in bold.
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and/or charm quark mass to bring the b0 value close to the data and even so, the �

and � parameters are even worse. Many of the parameter sets used to obtain the

Pythia/Jetset D
0
predictions give good agreement with the data for both b0 and

� and �. It is clear that there are several combinations of charm quark mass and

intrinsic kt which agree with the data. Also, the second hadronization scheme which

increases the pT of the quarks popped during string fragmentation can also take the

place of adding kt or increasing the charm quark mass.

Although the �tting functions do not provide a very good �t to the data, they

are sometimes the only way to compare one's results with previous experiments. A

comparison of n and b parameters obtained from E791 to other charm production

experiments from �-N interactions is shown in Table 6.18. Extrapolating to other

experiments is not trivial, however, since the other experiments include D+ mesons

as well. Also, the xF range and p2T range �tted by each experiment is di�erent. Beam

energy dependencies also cloud the result; NLO predicts an increase of �10% in n

from 250 to 500 GeV and a decrease of �15% in b over the same range. In addition

to the parameters listed in Table 6.18, E769 [38] also reported values for b0 and � & �

from Eq. 6.21 and 6.22, respectively. Those values were: b0 = 2:74� 0:09 (GeV/c)�1,

� = 1:4 � 0:3 (GeV/c2)�2, and � = 5:0 � 0:6 compared to the results presented here

which are: b0 = 2:41�0:03 (GeV/c)�1, � = 2.92�0.55 (GeV/c2)�2, and � = 6.68�0.77.

A direct comparison to the results from the recent WA92 experiment is shown

in Figures 6.16 and 6.17 for the xF and p2T distributions, respectively. The WA92 data

comes from 350 GeV ��-N interactions beam and was obtained from Ref. [41] and

[46]. The WA92 data was normalized to the E791 data by minimizing the �2=dof .

Although the results are similar, the WA92 data shows a steeper xF distribution and
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Experi- Energy xF Range n p2T Range b

ment (GeV) (GeV/c)2 (GeV/c)�2

E791 500 0.05{0.5 4.61�0.19 0{4 0.83�0.02
E653[39] 600 0.0{0.8 4.25�0.24�0.23 0{9 0.76�0.03�0.03
NA27[40] 360 0.0{0.9 3.8�0.6 0{4.5 1.18�

+
0.16
0.18

WA92[41] 350 0.0{0.8 4.27�0.11 0{7 0.89�0.02
WA75[42] 350 -0.5{0.5 3.5�0.5 0{10 0.77�0.04
E769[43] 250 0.0{0.8 4.03�0.18 0{4 1.08�0.05
NA32[44] 230 0.0{0.8 3.74�0.23�0.37 0{10 0.83�0.03�0.02
NA32[45] 200 0.0{0.8 2.5�

+
0.3
0.4 0{5 1.06�

+
0.11
0.12

Table 6.18: Comparison of xF and p2T shape parameters to previous pion-beam charm

production experiments. The E791 results are for D
0
mesons only, the E769 result

comes from a combined sample of D
0
, D+, and Ds mesons while the rest of the results

are obtained by combining D
0
and D+ mesons.

some discrepancies in the p2T data.

6.3.3 D
0
Total Cross Section

Throughout this section, the total cross section is used as shorthand for the total

cross section for D
0
/D0 with xF>0. Although the total cross section is conceptually

the simplest measurement, it is in fact the most di�cult. The number of acceptance

corrected events is one prerequisite for obtaining the total cross section. One way to

obtain the number of acceptance corrected events is to measure one acceptance for all

events with xF>0 and determine the yield from one �t to all data events with xF>0.

This poses two problems. First, since we will be integrating over all xF , some signal

(in the Monte Carlo and data) will be lost due to the varying widths. Secondly, we

will have errors due to the residual di�erences between the Monte Carlo and data xF

distributions. Since the acceptance depends strongly on xF , correctly integrating over

xF requires very good agreement between Monte Carlo and data xF distributions even

at xF beyond where we have signal. Therefore, we take a slightly di�erent approach
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10.2% normalization error.
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in determining the cross section. We obtain the total cross section by summing up

the contributions from the xF bins between 0.0 and 0.8. Since we have no information

about xF>0.8, we assume the bin from 0.8 to 1.0 contains half the signal with the

same error as the bin from 0.6 to 0.8. Determining systematic errors and combining

the K� and K��� data sets is similar but not exactly the same to what was done

for the di�erential distributions, described in Section 6.3.1. First, the K� and K���

total cross sections are calculated for the base distributions. Then, the total cross

sections are calculated for all of the variations to the base distributions to determine

the systematic errors for each of the K� and K��� cross sections measurements.

Weighting the K� and K��� cross section measurements by the inverse of the sum

of the squares of the statistical and systematic errors (including the error on the

branching ratio from the PDG[31]), the D
0
total cross section is obtained. This gives

us the central value for the total cross section (15.4 �b/nucleon) and the combination of

statistical (1%) and uncorrelated systematic errors. The correlated systematic error on

theD
0
total cross section is obtained by combining theK� andK��� cross sections for

each of the correlated errors and using the maximum deviation as the error. This gives

a range of 13.5{16.7 �b/nucleon. The normalization error of �6.45% from Eq. 6.10 is

also added in quadrature with all of the above errors. Finally, we can only determine

our tracking and vertexing e�ciency as well as the ratio of K��� to K� branching

ratio is measured. This introduces an error of �0.09/1.96 = �4.6% which is added

in quadrature. All of the errors entering into the total cross section calculation are

summarized and summed in Table 6.19. Using these values, our measurement of the

D
0
/D0 xF>0 total cross section is �(D

0
=D0 ;xF > 0) = 15:4 �

+
2.3
1.8 �barns/nucleon.

We can obtain xF>0 cross sections from the MNR NLO results in a similar

fashion, that is, by simply adding up the positive bins in the xF histogram. The cross
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Error type Relative Error (%)

K� K��� D
0

K� & K��� statistical & independent systematic errors �
+
8.7
4.1

�
+
9.6
5.0

�
+

7.1
4.2

Statistics �1.0 �2.8
sdz cut e�ciency modeling �

+
0.0
0.1

�
+
0.0
1.2

MC background function �
+
5.5
0.0

�
+
6.0
0.0

D
0
signal width in �ts �

+
4.1
4.0

�
+
4.4
3.9

Correlated systematic errors �
+

10.2
7.0

Lifetime weighting �
+
0.5
0.6

MC weighting �
+
2.3
0.0

MC production model (mc1 vs mc2) �
+
5.1
5.9

Run weighting �
+
2.0
1.0

Tracking and vertexing (from K��� / K� branching ratio) �4.6
Trigger e�ciency �6.4
Target material (TN measurement) �0.3
Total �

+

14.7
11.4

Table 6.19: Sources and values of the errors associated with the total forward D
0
cross

section measurement.

section obtained from the MNR NLO program is a cc cross section. To obtain the

single inclusive cross section we multiply by 2 to account for the fact that we are

counting both D
0
and D0. We also need to account for the charm states which we did

not reconstruct. This includes the D�, Ds, and �c. All of these together amount to

approximately 110% of the D
0
production. Combining these two numbers gives a total

factor of 0.95. The statistical errors on the theory predictions are negligible. Also, the

e�ect of hadronization and intrinsic kt is very small, 2% and 0.5%, respectively. The

important sources of systematic error for the theoretical predictions are variations in

the parton distribution functions, the factorization scale, the renormalization scale and

the charm quark mass. As noted earlier, all of these parameters are quite correlated.

The results for various parameter sets are shown in Table 6.20. Clearly, given the
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large errors, we are in agreement with the theoretical predictions of MNR NLO. Also,

the data favor a low charm quark mass and/or low renormalization scale. Combining

all the variations shown in Table 6.20 results in a total cross section range of 1.9{16.0

�barns/nucleon.

PDF (�/N) mc �R �F �(D
0
=D0 ;xF > 0) Di�erence

(GeV/c2) (�barns/nucleon)

smrs2/hmrsb 1.35 � 2� 8.4 +64%

smrs2/hmrsb 1.50 � 2� 5.1 |

smrs2/hmrsb 1.65 � 2� 3.2 -37%

smrs2/hmrsb 1.50 1

2
� 2� 9.3 +83%

smrs2/hmrsb 1.50 2� 2� 3.3 -35%

smrs2/hmrsb 1.65 � � 5.2 +2%

smrs2/cteq4m 1.50 � 2� 4.6 -11%

smrs1/hmrsb 1.50 � 2� 5.5 +7%

smrs3/hmrsb 1.50 � 2� 4.7 -8%

Table 6.20: Results for the MNR NLO D
0
/D0 total forward cross section. Results are

shown for several parameter sets including the default set in bold.

We can also try to compare this result with other experiments and with the next-

to-leading order predictions as a function of energy. To be consistent with previous

comparisons, we plot the total charm cross section, �(cc). This is obtained directly

from the MNR NLO prediction. In order to make accurate comparisons with previous

data, we take all measured D
0
/D0 xF>0 cross sections and multiply them by 1.7.

This factor of 1.7 accounts for the relative production of D
0
mesons compared to

charm quarks (2.1), the conversion from xF>0 to all xF (1.6) and the conversion from

single charm cross section to double charm cross section (0.5). The experimental and

theoretical results are shown in Fig. 6.18.
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Fig. 6.18.| Theoretical and experimental results for the cc cross section versus energy.

The theoretical curves are obtained from MNR NLO predictions [47]. The three bands

(solid, dashed, and dotted) correspond to three di�erent charm quark masses (1.5

GeV/c2, 1.2 GeV/c2, and 1.8 GeV/c2). The variation within the bands comes from

varying �R from 0.5� to 2.0�. The parameter �F is �xed at 2�. The experimental data

points are all obtained from the single inclusive D
0
/D0 xF>0 cross section multiplied

by 1.7. The E653, NA27, WA92, NA32-200 GeV, NA32-230 GeV, and E769 data were

obtained from references [39], [40], [41], [45], [44], and [43], respectively. The 200 GeV

NA32 results were increased by 30% to account for newer branching ratios and an

error in the analysis as suggested in Ref. [44].
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Chapter 7

Conclusions

In this thesis we have presented the total forward cross section and di�erential cross

sections versus xF and p2T for D
0
mesons from Fermilab experiment E791 data. This

analysis represents the �rst measurement of the D
0
cross section for a 500 GeV pion

beam. The high statistics allow one to clearly see a turnover point greater than zero

in the xF distribution (Fig. 6.14), as expected from the parton distribution functions.

The high statistics also point out the many shortcomings of the functions commonly

used to �t the xF and p2T distributions.

We have compared our di�erential cross section results to predictions from the

next-to-leading order calculation by Mangano, Nason, and Ridol� [4] and to the Monte

Carlo event generator Pythia/Jetset by Sj�ostrand [7]. We have found that the many

adjustable parameters in the theories allow one to obtain distributions which provide

a good match for our data. Unfortunately with these data alone, a unique set of

parameters is not possible. In conjunction with data from other experiments with

di�erent beam energies and types and with data from di�erent measurements such

as asymmetries and charm-pair results, it may be possible to pin down a unique set

of parameters. We have also found that the hadronization scheme implemented in
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Pythia/Jetset can be adjusted to �t the data but that the c quark predictions from

the MNR NLO theory give equally good results.

Although the �tting functions do not provide a very good �t to the data, we

provide results in order to compare with previous experiments. This comparison to

other charm production experiments from �-N interactions was shown in Table 6.18.

In addition, direct comparisons were made to a recent high-statistics charm production

experiment, WA92, in Figures 6.16 and 6.17.

The total xF>0 D
0
/D0cross section measured by E791 is �(D

0
=D0 ;xF > 0) =

15:4 �
+
2.3
1.8 �barns/nucleon. This is consistent with the MNR NLO predictions and favors

a low renormalization scale or low charm quark mass as do most of the recent charm

cross section measurements from ��-N production as was shown in Fig. 6.18.



159

Bibliography

[1] P.N. Harriman, A.D. Martin, R.G. Roberts, and W.J. Stirling. Parton Distribu-

tions Extracted from Data On Deep Inelastic Lepton Scattering, Prompt Photon

Production and the Drell-Yan Process. Physical Review D, 42:798, 1990.

[2] P.J. Sutton, A.D. Martin, R.G. Roberts, and W.J. Stirling. Parton distributions

for the pion extracted from Drell-Yan and prompt photon experiments. Physical

Review D, 45:2349, 1992.

[3] H. Plothow-Besch. PDFLIB: Nucleon, Pion and Photon Parton Density Func-

tions and �s Calculations - User's Manual, Version 7.09. CERN, 1997. CERN

Program Library W5051.

[4] M.L. Mangano, P. Nason, and G. Ridol�. Heavy-quark correlations in hadron

collisions at next-to-leading order. Nuclear Physics B, 373:295, 1992.

[5] C. Peterson, D. Schlatter, I. Schmitt, and P.M. Zerwas. Scaling violations in

inclusive e+e� annihilation spectra. Physical Review D, 27:105, 1983.

[6] E791 Collaboration, E.M. Aitala, et al. Asymmetries between the production of

D+ and D� mesons from 500 GeV/c �� nucleus interactions as a function of xF
and p2t . Physics Letters, B371:157, 1996.

[7] H.-U. Bengtsson and T. Sj�ostrand. High-energy-physics event generation with

PYTHIA 5.7 and JETSET 7.4. Computer Physics Communications, 82:74, 1994.

[8] M.L. Mangano, P. Nason, and G. Ridol�. Fixed-target hadroproduction of heavy

quarks. Nuclear Physics B, 405:507, 1993.

[9] E516 Collaboration, K. Sliwa, et al. Study of D� production in high-energy  p

interactions. Physical Review D, 32:1053, 1985.

[10] E691 Collaboration, J.R. Raab, et al. Measurement of the D0, D+, and D+
s

lifetimes. Physical Review D, 37:2391, 1988.



160

[11] E769 Collaboration, G.A. Alves, et al. Feynman-x and Transverse Momentum

Dependence of D� and D0=D
0
Production in 250 GeV ��-Nucleon Interactions.

Physical Review Letters, 69:3147, 1992.

[12] H. Fenker. A Standard Beam PWC for Fermilab. Technical Report TM-1179,

Fermilab, 1983.

[13] E769 Collaboration, G.A. Alves, et al. Atomic Mass Dependence ofD� and D0 �D0

Production in 250 GeV �� Nucleon Interactions. Physical Review Letters, 70:1,

1993.

[14] Carroll et al. Absorption cross sections of ��, K�, p and p on nuclei between 60

and 280 GeV/c. Physics Letters, B80:319, 1979.

[15] P.E. Karchin et al. Test Beam Studies of a Silicon Microstrip Vertex Detector.

IEEE Transactions on Nuclear Science, NS-32:612, 1985.

[16] B.R. Kumar for the Tagged Photon Spectrometer Collaboration. Charm Photo-

production Using a Silicon Vertex Detector. In F. Villa, editor, Vertex Detectors,

volume 34 of Ettore Majorana international science series, physical sciences, page

167. Plenum Press, 1988. Proceedings of a workshop for the INFN Eloisatron

Project, held September 21-26, 1986, in Erice, Sicily, Italy.

[17] D. Bartlett et al. Performance of the Cherenkov Counters in the Fermilab Tagged

Photon Spectrometer Facility. Nuclear Instruments and Methods, A260:55, 1987.

[18] V.K. Bharadwaj et al. A Large Area Liquid Scintillation Multiphoton Detector.

Nuclear Instruments and Methods, 228:283, 1985.

[19] D.J. Summers. Reconstruction of a Strip Geometry Calorimeter Using Stepwise

Regression. Nuclear Instruments and Methods, 228:290, 1985.

[20] J.A. Appel, P.M. Mantsch, M.M. Streetman, and R.M. Robertson. Hadron

Calorimetry at the Fermilab Tagged Photon Spectrometer Facility. Nuclear In-

struments and Methods, A243:361, 1986.

[21] E791 Collaboration, E.M. Aitala, et al. Search for the Flavor-Changing Neutral

Current Decays D+ ! �+�+�� and D+ ! �+e+e�. Physical Review Letters,

76:364, 1996.

[22] E791 Collaboration, E.M. Aitala, et al. Search for D0{D 0 Mixing in Semileptonic

Decays. Physical Review Letters, 77:2384, 1996.

[23] E791 Collaboration, E.M. Aitala, et al. Measurement of the Branching Ratio

B(D+! �0`+�`) =B(D
+ ! K

�0
`+�`). Physics Letters, B397:325, 1997.



161

[24] S. Amato et al. The E791 Parallel Architecture Data Acquisition System. Nuclear

Instruments and Methods, A324:535, 1992.

[25] S. Bracker, K. Gounder, K. Hendrix, and D. Summers. A Simple Multiproces-

sor Management System for Event-Parallel Computing. IEEE Transactions on

Nuclear Science, NS-43:2457, 1996.

[26] C. Stoughton and D.J. Summers. Using Multiple RISC CPUs in Parallel to Study

Charm Quarks. Computers in Physics, 6:371, 1992.

[27] F. Rinaldo and S. Wolbers. Loosely Coupled Parallel Processing at Fermilab.

Computers in Physics, 7:184, 1993.

[28] I. Gaines et al. The ACP Multiprocessor System at Fermilab. In Proceedings of

the International Conference on Computing in High Energy Physics, Asilomar,

February 2-6, 1987, volume 45 of Computer Physics Communications, page 323,

1987.

[29] J. Biel et al. Software for the ACP Mulitprocessor System. In Proceedings of

the International Conference on Computing in High Energy Physics, Asilomar,

February 2-6, 1987, volume 45 of Computer Physics Communications, page 331,

1987.

[30] F. James and CN/ASD Group. Minuit - Function Minimization and Error

Analysis { Reference Manual, Version 94.1. CERN, 1994. CERN Program Library

D506.

[31] Particle Data Group, Caso, et al. Review of Particle Physics. The European

Physical Journal C, 3, 1998.

[32] H. Goldstein. Classical Mechanics. Addison-Wesley, 2nd edition, 1980.

[33] E687 Collaboration, Frabetti, et al. Precise Measurements of the D0 and D+

Meson Lifetimes. Physics Letters, B323:459, 1994.

[34] S. Kwan. E791 o�ine doc 397.ps, October 1998.

[35] D.W. Duke and J.F. Owens. Q2-dependent parametrizations of parton distribu-

tion functions. Physical Review D, 30:49, 1984.

[36] M. Gl�uck, E. Reya, and A. Vogt. Pionic parton distributions. Zeitschrift f�ur

Physik C, 53:651, 1992.

[37] CTEQ Collaboration, H.L. Lai, et al. Improved Parton Distributions from Global

Analysis of Recent Deep Inelastic Scattering and Inclusive Jet Data. Physical

Review D, 55:1280, 1997.



162

[38] E769 Collaboration, G.A. Alves, et al. Feynman-x and Transverse Momentum

Dependence of D Meson Production in 250 GeV �, K, and p Interactions with

Nuclei. Physical Review Letters, 77:2392, 1996.

[39] E653 Collaboration, K. Kodama, et al. Charm Meson Production in 600 GeV/c

�� Emulsion Interactions. Physics Letters, B284:461, 1992.

[40] LEBC-EHS (NA27) Collaboration, M. Aguilar-Benitez, et al. Inclusive Properties

of D-Mesons Produced in 360 GeV ��p Interactions. Physics Letters, B161:400,

1985.

[41] Beatrice (WA92) Collaboration, M. Adamovich, et al. Measurements of Charmed-

Meson Production in Interactions Between 350 GeV/c �� Particles with Nuclei.

Nuclear Physics B, 495:3, 1997.

[42] WA75 Collaboration, S. Aoki, et al. Hadroproduction of DD Pairs in the Inter-

action of 350 GeV/c �� Mesons with Nuclei. Progress in Theoretical Physics,

87:1315, 1992.

[43] E769 Collaboration, G.A. Alves, et al. Forward Cross Sections for Production of

D+, D0, Ds, D
�+, and �c in 250 GeV ��, K�, and p Interactions with Nuclei.

Physical Review Letters, 77:2388, 1996.

[44] ACCMOR (NA32) Collaboration, S. Barlag, et al. Production of D, D� and Ds

mesons in 200 GeV/c ��, K� and p-Si interactions. Zeitschrift f�ur Physik C,

39:451, 1988.

[45] ACCMOR (NA32) Collaboration, S. Barlag, et al. Production properties of D0,

D+, D�+ and D+
s in 230 GeV/c �� and K� {Cu interactions. Zeitschrift f�ur

Physik C, 39:451, 1988.

[46] Durham Database Group. HEPDATA: REACTION DATA Database.

http://durpdg.dur.ac.uk/scripts/hepreac/3489906.

[47] S. Frixione, M.L. Mangano, P. Nason, and G. Ridol�. Heavy-Quark Production.

In A.J. Buras and M. Lindner, editors, Heavy Flavours II, Advanced Series on

Directions in High Energy Physics, Singapore, 1997. World Scienti�c Publishing

Co. hep-ph/9702287.


